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Preface

By applying a variety of tools, techniques, and technologies, in this book, we will

visualize and track security posture and identify threats in an Industrial Control System
(ICS) environment. Industrial Cybersecurity, Second Edition looks at implementing a
comprehensive and solid security program for the ICS environment and should be read by
those who are new to industrial security or are extending their industrial security posture.

With IT industries expanding to the cloud, cyberattacks have increased significantly.
Understanding your control system’s vulnerabilities and learning techniques to defend
critical infrastructure systems from cyber threats is becoming increasingly important.

You will begin this book by looking at how to design for security and exploring how to
create an architecture that allows all the tools, techniques, and activities discussed in the
book to be implemented effectively and easily. You will also learn about activities, tools,
procedures, and concepts around the monitoring, tracking, and trending (visualizing)

of ICS cybersecurity risks, as well as learning about the overall security program

and posture/hygiene. You will also be introduced to threat hunting principles, tools,
techniques, and methodology. Toward the end of the book, you will work with incident
response and incident recovery tools, techniques, activities, and procedures as they relate
to the ICS environment.

By the end of the book, you will be adept at industrial cybersecurity monitoring,
assessments, incident response activities, and threat hunting.

Who this book is for

If you are an ICS security professional or are ICS cybersecurity-curious and want to
ensure a robust ICS environment for your (critical infrastructure) systems, or if you want
to extend/improve/monitor/validate your ICS cybersecurity posture, then this book is for
you. Information Technology as well as Operational Technology (IT/OT) professionals
interested in getting into the ICS cybersecurity monitoring domain or who are looking
for additional/supporting learning material for a variety of industry-leading cybersecurity
certifications will also find this book useful.



xvi Preface

What this book covers

Chapter 1, Introduction and Recap of the First Edition, will be a recap of the first edition
of this book. We will set the stage for the rest of the book and cover important concepts,
tools, and techniques so that you can follow along with this second edition of the book.

Chapter 2, A Modern Look at the Industrial Control System Architecture, takes an overview
of ICS security, explaining how I implement plant-wide architectures with some years

of experience under my belt. The chapter will cover new concepts, techniques, and best
practice recommendations

Chapter 3, The Industrial Demilitarized Zone, is where I will discuss an updated IDMZ
design that is the result of years of refinement, updating and adjusting the design to
business needs, and revising and updating industry best practice recommendations.

Chapter 4, Designing the ICS Architecture with Security in Mind, is where I will outline key
concepts, techniques, tools, and methodologies around designing for security. How to
architect a network so that it allows the easy implementation of security techniques, tools,
and concepts will be discussed in the rest of the book.

Chapter 5, Introduction to Security Monitoring, is where we will discuss the ins and outs
of cybersecurity monitoring as it pertains to the ICS environment. I will present the three
main types of cybersecurity monitoring, passive, active, and threat hunting, which are
explained in detail throughout the rest of the book.

Chapter 6, Passive Security Monitoring, is where we will look at the tools, techniques,
activities, and procedures involved in passively monitoring industrial cybersecurity
posture.

Chapter 7, Active Security Monitoring, looks at tools, techniques, activities, and procedures
involved in actively monitoring industrial cybersecurity posture.

Chapter 8, Industrial Threat Intelligence, looks at tools, techniques, and activities that help
to add threat intelligence to our security monitoring activities. Threat intelligence will be
explained and common techniques and tools to acquire and assemble intelligence will be
discussed.

Chapter 9, Visualizing, Correlating, and Alerting, explores how to combine all the gathered
information and data, discussed in the previous chapters, into an interactive visualization,
correlation, and alerting dashboard, built around the immensely popular ELK
(Elasticsearch, Kibana, Logstash) stack, which is part of the Security Onion appliance.

Chapter 10, Threat Hunting, is a general introduction to threat hunting principles, tools,
techniques, and methodology. This chapter will revisit Security Onion and how to use it
for threat hunting exercises.
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Chapter 11, Threat Hunt Scenario 1 - Malware Beaconing, presents the first threat hunt use
case, where we suspect malware beaconing or data is being exfiltrated from our systems,
and so we will use logs, events, data, and other information to prove the hunch and show
the what, where, how, and who behind the attack.

Chapter 12, Threat Hunt Scenario 2 - Finding Malware and Unwanted Applications,
presents the second threat hunt use case, built around the assumption that there is
executable code running on assets on the ICS network that is performing malicious
actions (malware) or is just using up (wasting) resources. These would be Potentially
Unwanted Programs (PUPs), such as spyware, bitcoin miners, and so on.

Chapter 13, Threat Hunt Scenario 3 - Suspicious External Connections, presents a third
threat hunt use case: we suspect that external entities are connecting to our systems. We
will use logs, events, data, and other information to prove the hunch and show the what,
where, how, and who behind things.

Chapter 14, Different Types of Cybersecurity Assessments, outlines the types of security
assessments that exist to help you assess the risk to an ICS environment.

Chapter 15, Industrial Control System Risk Assessments, will detail the tools, techniques,
methodologies, and activities used in performing risk assessments for an ICS
environment. You will get hands-on experience with the most common tools and software
used during assessment activities.

Chapter 16, Red Team/Blue Team Exercises, will detail the tools, techniques,
methodologies, and activities used in performing red team and blue team exercises in
an ICS environment. You will get hands-on experience with the most common tools and
software used during assessment activities.

Chapter 17, Penetration Testing ICS Environments, will detail the tools, techniques,
methodologies, and activities used in performing penetration testing activities in an ICS
environment. You will get hands-on experience with the most common tools and software
used during assessment activities.

Chapter 18, Incident Response for the ICS Environment, takes you through the phases,
activities, and processes of incident response as it relates to the industrial environment:

o Preparation

o Identification
o Containment
o Investigation

o FEradication
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o Recovery

« Follow-up

Chapter 19, Lab Setup, will help you set up a lab environment to be used for the exercises
in the book.

To get the most out of this book

To get the most out of this book, you should have an interest in industrial cybersecurity
and in security monitoring in general. Apart from that, all relevant technical concepts are
discussed in detail throughout the book so no technical prerequisites are necessary.

Tools used throughout the book Version

Kali Linux - https://kali.org/get-kali/#kali-bare-metal |2020+

pfSense Firewall - https://www.pfsense.org/download/ 2.5+

Security Onion - https://github.com/Security-Onion-

. , ) 2.3+
Solutions/securityonion/blob/master/VERIFY ISO.md

Download the color images

We also provide a PDF file that has color images of the screenshots/diagrams used in this
book. You can download it here: http://www.packtpub.com/sites/default/
files/downloads/9781800202092 ColorImages.pdf.

Conventions used

There are a number of text conventions used throughout this book.

Code in text:Indicates code words in text, database table names, folder names,
filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles.
Here is an example: “We can see Snort detected the response from testmyids.ca
(104 .31.77.72) as being malicious.”

A block of code is set as follows:

sd.aler rt Feb 15 2021 16:46:11
sd.alert category NetworkAttack
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sd.alert message NMAP Scan detecte
sd.alert name nmap_scan
sd.alert number 11

When we wish to draw your attention to a particular part of a code block, the relevant
lines or items are set in bold:

<localfile>
<location>Microsoft-Windows-Sysmon/Operational</location>
<log format>eventchannel</log formats>

</localfile>

Any command-line input or output is written as follows:

idstools:
config:
ruleset: ‘ETOPEN’

Bold: Indicates a new term, an important word, or words that you see onscreen. For
example, words in menus or dialog boxes appear in the text like this. Here is an example:
“Navigate to the Home | Host | Sysmon dashboard and view the event logs at the bottom
of the dashboard screen”

Tips or important notes

Appear like this.

Get in touch

Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, mention the book
title in the subject of your message and email us at customercaree@packtpub. com.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you have found a mistake in this book, we would be grateful if you would
report this to us. Please visit www . packtpub. com/support/errata, selecting your
book, clicking on the Errata Submission Form link, and entering the details.

Piracy: If you come across any illegal copies of our works in any form on the Internet,
we would be grateful if you would provide us with the location address or website name.
Please contact us at copyright@packt . com with a link to the material.


http://www.packtpub.com/support/errata
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If you are interested in becoming an author: If there is a topic that you have expertise in
and you are interested in either writing or contributing to a book, please visit authors.
packtpub.com.

Share Your Thoughts

Once you've read Industrial Cybersecurity - Second Edition, we'd love to hear your
thoughts! Please click here to go straight to the Amazon review page
for this book and share your feedback.

Your review is important to us and the tech community and will help us make sure we're
delivering excellent quality content.


http://authors.packtpub.com
http://authors.packtpub.com
https://packt.link/r/1800202091

Section 1:
ICS Cybersecurity
Fundamentals

In part one, we will briefly recap the first edition of the book to outline what was covered
and to point out the content that is still very relevant and that will be built upon in this
second edition. The remainder of part one will be dedicated to discussions around a
revised IDMZ architecture, resulting from many deployments, experience in the field,
practice, and feedback. Part one will conclude with a deep dive into how to design for
security, architecture that allows all the tools, techniques, and activities discussed in the
rest of the book to be implemented effectively and easily.

This section comprises the following chapters:
o Chapter 1, Introduction and Recap of the First Edition
o Chapter 2, A Modern Look at the Industrial Control System Architecture
o Chapter 3, The Industrial Demilitarized Zone
o Chapter 4, Designing the ICS Architecture with Security in Mind






1

Introduction and
Recap of First
Edition

Welcome to the second edition of Industrial Cybersecurity. Over the next 24 chapters, we
will discuss the next logical steps after building a secure Industrial Control System (ICS)
environment and defining a comprehensive set of policies, procedures, and standards,
discussed in detail in the first edition.

We are going to start off this second edition with a brief recap of topics and material

that were covered in the first edition of Industrial Cybersecurity. This has mainly been
added to get you up to speed with the terminologies, technologies, and principles that are
expanded upon throughout the rest of this book. The remainder of the book concentrates
on security monitoring and verification of the ICS security posture and the various tools,
techniques, and activities involved.



4 Introduction and Recap of First Edition

This chapter will be a review of the first edition of this book. We will go over all the topics
and material that were covered in the first edition, which should give you a solid base for

the topics covered in this book. The chapter will conclude with an explanation of what to

expect in the rest of this second-edition book.

In this chapter, we'll cover the following topics:

o Whatis an ICS?

« Information Technology (IT) and Operational Technology (OT) convergence and
the associated benefits and risks

o The comprehensive risk management process
o The Defense-in-Depth (DiD) model

o ICS security program development

Industrial Cybersecurity - second edition

The way I am positioning the first and second editions of Industrial Cybersecurity is with
the first edition focusing on ICS cybersecurity fundamentals and ICS cybersecurity
program design and implementation. The second edition should be a logical addition

by taking these core concepts and expanding upon them with tools, techniques, and
activities that are aimed at verifying, monitoring, checking, improving, and correcting the
overall security posture of the ICS environment. Some topics we will be covering on this
continued journey include the following:

« Architecture design with security in mind
o Active and passive security monitoring
 Industrial threat intelligence

« Visualizing, correlating, and alerting (Security Information and Event
Management (SIEM))

« Incident response activities
« Security assessments (penetration testing, red/blue team exercises)

« Threat-hunting exercises

As mentioned earlier, this book will expand upon the topics of the first edition, so let's
first recap on what we covered back in 2017.
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Recap of the first edition

If you have not yet read the first edition of Industrial Cybersecurity, now would be the time
to do so. It covers in detail how to get from zero to hero on implementing an industrial
cybersecurity program, to define a secure ICS environment and network architecture that
fits your organization's needs and requirements.

Reading the first edition is not a requirement though, as the first four chapters of this
book will recap on relevant topics and get you on track to follow along and understand the
material presented in this second edition.

Without further ado, let's start our journey with a recap of ICS (cybersecurity) principles
and practices.

What is an ICS?

The traffic lights on your way to work if you go by car; the collision avoidance system if
you take the train or metro; the delivery of electricity that powers the light you use to
read this book; the processing and packaging that went into creating the jug of milk in
your fridge or the coffee grind for that cup of Joe that fuels your day... What all these
things have in common is the ICS driving the measurements, decisions, corrections,
and other miscellaneous actions that result in the end products and services we take for
granted each day.

Strictly speaking, an ICS is a collection of equipment, devices, and communication
methods that, when combined for the foundational system, perform a specific task,
deliver a service, or create a particular product. Figure 1.1 shows an ICS architecture,
spanning the various layers of functionality as described in the Purdue model
(explained in a later section).
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ICS functions

The following screenshot shows a typical ICS architecture, following the Purdue model
and stretched out across the industrial and enterprise networks of an organization. It will

be used as an illustration for the following sections:
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Figure 1.1 - Typical ICS architecture
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Within the ICS architecture shown in the preceding screenshot, the following main types
of devices within the three main sections of the architecture can typically be distinguished:

» The Enterprise Zone is predominantly IT space. Devices, systems, and equipment
typically found here are computer-related, such as servers, workstations, and
laptops, as well as mobile devices such as phones, tablets, handhelds, and others.
These devices are connected together with various Ethernet equipment and media,
including switches, wireless access points, routers, firewalls, and the cables that
connect all of these devices (Category 6 (Cat6)/Cat6e media).

o The Industrial Demilitarized Zone (IDMZ) functions as a barrier between
the Enterprise Zone and the Industrial Zone and is typically implemented as a
collection of virtualization hardware, firewalls, and switches.

o In the Industrial Zone, we can find a variety of regular off-the-shelf IT equipment,
along with proprietary and specialized hardware that is used to run the production
process. In an upcoming section, ICS architecture, we will discuss some of the more
common systems that can be found in the Industrial Zone.

The ultimate goal of an ICS is to create a product or run a process. This goal is achieved by
implementing distinct functions within the ICS that, when combined, allow for control,
visibility, and management of the production or process control. We will now look at
typical functions found within an ICS.

The view function

The view function encompasses the ability to watch the current state of the automation
system in real time. This data can be used by operators, supervisors, maintenance
engineers, or other personnel to make business decisions or perform corrective actions.
For example, when an operator sees that the temperature of boiler 1 is getting low, they
might decide to increase the steam supply of the boiler to compensate. The view process is
passive in nature, merely providing the information or "view" for a human to react to.



8 Introduction and Recap of First Edition

The view function is presented in the following diagram:
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Figure 1.2 - The view function

From a security perspective, if an attacker can manipulate the operator's view of the status
of the control system—or, in other words, can change the values the operator makes
decisions on—the attacker effectively controls the reaction and, therefore, the complete
process. For example, by manipulating the displayed value for the temperature of boiler 1,
an attacker can make the operator think the temperature is too low or too high and have
them act upon manipulated data.

The monitor function

The monitor function is often part of a control loop, such as the automation behind
keeping a steady level in a tank. The monitor function will keep an eye on a critical value
such as pressure, temperature, and level, comparing the current value against predefined
threshold values, and will alarm or interact depending on the setup of the monitoring
function. A key difference between the view function and the monitor function is in

the determination of deviation. With monitoring functions, this determination is an
automated process, whereas with a view function, that determination is made by a human
looking at the values. The reaction of the monitor function can range from a pop-up alarm
screen to a fully automated system shutdown procedure.



What is an ICS? 9

From a security perspective, if an attacker can control the value that the monitor function
is looking at, the reaction of the function can be triggered or prevented—for example, in
the case where a monitoring system is looking at the temperature of boiler 1, preventing
the temperature exceeding 300 °E If an attacker feeds a value of less than 300 °F into the
system, that system will be tricked into believing all is well while, in the meantime, the
system can be in meltdown.

The control function

The control function is where things are manipulated, moved, activated, and initiated.

The control system is what makes actuators engage, valves open, motors run... The control
actions can be initiated by an operator either pushing a button or changing a setpoint on

a Human-Machine Interface (HMI) screen, or it can be an automated response as part of
the process control.

The control function is presented in the following diagram:
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Product

Figure 1.3 - The control function

From a security perspective, if an attacker can manipulate the values (the input) the
control system reacts on, or if they can change or manipulate the control function itself
(the control program), the system can be tricked into doing things it wasn't designed to
do or intended for.



10 Introduction and Recap of First Edition

Now, I can hear you all say, that is all fine and dandy manipulating values, but surely that
cannot be done with modern switched networks and encrypted network protocols. That
would be true if those technologies were implemented and used. But the fact is that on
most, if not all, ICS networks, confidentiality and integrity of industrial network traffic

is of less importance than availability of the ICS. Even worse, for most ICSs, availability
ends up being the only design consideration when architecting the system. Combine
that with the fact that the ICS communication protocols running on these networks
were never designed with security in mind, and you can start to see the feasibility of

the scenarios mentioned. Most automation protocols were introduced when computer
networks were not yet touching automation devices, for media that was never meant to
share data across more than a point-to-point link, so security around authentication,
confidentiality of data, or integrity of send commands was never implemented. Later,
those point-to-point protocols were adapted to work on communication equipment such
as Ethernet, which exposed the insecure protocols to the entire production floor, the plant,
or even out to the internet.

ICS architecture

ICS is an all-encompassing term used for various automation systems and their devices,
such as Programmable Logic Controllers (PLCs), HMIs, Supervisory Control And
Data Acquisition (SCADA) systems, Distributed Control Systems (DCSes), Safety
Instrumented Systems (SIS), and many others.

The ICS architecture is presented in the following diagram:
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SIS, VFD, PID ... SIS, VFD, PID
PLC T

Figure 1.4 - Large-scale ICS architecture

PLCs

PLCs are at the heart of just about every ICS. They are the devices that take data from
sensors via input channels and control actuators via output channels. A typical PLC
consists of a microcontroller (the brains) and an array of input and output (I/O)
channels. I/O channels can be analog, digital, or network-exposed values. These

I/O channels often come as add-on cards that attach to the backplane of a PLC. This
way, a PLC can be customized to fit many different functions and implementations.
Programming of a PLC can be done via a dedicated Universal Serial Bus (USB) or
serial interface on the device or via the network communications bus that is built into
the device, or comes as an add-on card. Common networking types in use are Modbus,
Ethernet, ControlNet, and PROFINET.
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An example of a mounted PLC is provided in the following screenshot:

Figure 1.5 - An Allen-Bradley rack-mounted PLC

PLCs can be deployed as standalone devices, controlling a certain part of the
manufacturing process such as a single machine, or they can be deployed as distributed
systems, spanning multiple plants in dispersed locations with thousands of I/O points and
numerous interconnecting parts.

HMI

An HMI is the window into the control system. It visualizes the running process, allowing
inspection and manipulation of process values, showing of alarms, and trending of
control values. In its simplest form, an HMI is a touch-enabled standalone device that is
communicated via a serial or Ethernet-encapsulated protocol.

Some examples of HMIs are presented in the following screenshot:

Machine-Level HMI

Figure 1.6 - HMIs
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More advanced HMI systems can use distributed servers to offer a redundant supply of HMI
screens and data. An example of one such system is presented in the following screenshot:
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Figure 1.7 - FactoryTalk View SE Distributed HMI system

The preceding screenshot shows an example of a distributed Rockwell Automation
FactoryTalk View Site Edition (SE)-distributed HMI application.

SCADA

SCADA is a term used to describe a combined use of ICS types and devices, all working
together on a common task. The following screenshot shows an example SCADA network.
Here, the SCADA network comprises all the equipment and components that together
form the overall system:
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Figure 1.8 - SCADA
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As depicted in the preceding screenshot, SCADA systems can be spread out over a wide
geographical area, being applied to the power grid, water utilities, pipeline operations, and
other control systems that use remote operational stations.

DCS

Closely related to a SCADA system is the DCS. The differences between a SCADA system
and a DCS are very small, and the two are becoming more indistinguishable all the time.
Traditionally, though, SCADA systems have been used for automation tasks that cover a
larger geographical area, whereas a DCS is more often confined to a single plant or facility.
A DCS is often a large-scale, highly engineered system with a very specific task. It uses a
centralized supervisory unit that can control thousands of I/O points. The system is built
to last, with redundancy applied to all levels of the installation.

An example DCS is presented in the following screenshot:
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Figure 1.9 - DCS

As depicted in the preceding screenshot, DCSes use redundant networks and network
interfaces, attached to redundant server sets and connected to redundant controllers
and sensors, all with the goal of creating a rigid and solid automation platform in mind.
DCSes are most commonly found in water management systems, paper and pulp mills,
sugar refinery plants, and so on.
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The distributed nature of a DCS makes it more difficult to secure as it often has to break
network section boundaries, and the shared amount of human interaction with the DCS
creates a greater chance of malware infections.

SIS

SISes are dedicated safety monitoring systems. They are there to safely and gracefully shut
down the monitored system or bring that system to a predefined safe state in case of a
hardware malfunction. A SIS uses a set of voting systems to determine whether a system
is performing normally. If a safety system is configured to shut down the process of a
machine when unsafe conditions are detected, it is considered an Emergency Shutdown
(ESD) system.

An example of an SIS is presented in the following screenshot:

Figure 1.10 - SIS

Safety systems were initially designed to be standalone and disconnected monitoring
systems (think bolt-on, local device/system inspection), but the trend over the past years
has been to start attaching them to the industrial network, adding an easy way of (re)
configuring them but also exposing them to potential attacks with all the accompanying
risks. An ESD could be misused by potential attackers. They could reconfigure the SIS to
shut down the system to cause financial loss for the company, or instruct the SIS to not
shut down when required as an aim to perform physical damage to the operation, with the
disastrous side effect that people's lives are at stake.
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Consider, for example, the TRITON attack/malware campaign that targeted SIS systems
back in 2017:

https://www.nozominetworks.com/blog/new-triton-ics-malware-
is-bold-and-important/#:~:text=The%20attack%20reprogrammed%20
a%20facility%E2%80%99s%20Safety%20Instrumented%20System, impac-
ted%20not%20just%20an%20ICS%2C%20but%20SIS%20equipment

The Purdue model for ICSes

So, how does all this tie together? What makes for a solid ICS architecture? To answer

that question, we should first discuss the Purdue reference model—or Purdue model, for
short. Shown in the next screenshot, the Purdue model was adopted from the Purdue
Enterprise Reference Architecture (PERA) model by ISA-99 and is used as a concept
model for ICS network segmentation. It is an industry-adopted reference model that
shows the interconnections and interdependencies of all the main components of a typical
ICS. The model is a great resource to start the process of figuring out a typical modern ICS
architecture and is presented here:
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Figure 1.11 - The Purdue model
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The Purdue model divides the ICS into four distinct zones and six levels. The following
sections will describe the zones and levels, combining the bottom two zones into the
Industrial Zone.

The Enterprise Zone

The part of the ICS that business systems and users directly interact with resides in the
Enterprise Zone.

This is depicted in the following screenshot:
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Figure 1.12 - The Enterprise Zone

The Enterprise Zone can be subdivided into Level 5 (Enterprise Network) and Level 4
(Site Business Planning and Logistics). Note that not all companies' Enterprise Zones will
necessarily have a Level 5, and some might combine levels 5 and 4.

Level 5 - Enterprise Network

The Enterprise Zone is the part of the network where business systems such as Enterprise
Resource Planning (ERP) and Systems Applications and Products (SAP) typically live.
Here, tasks such as scheduling and supply chain management are performed. The systems
in this zone normally sit at a corporate level and span multiple facilities or plants. They
take data from subordinate systems that are located out in the individual plants and use
the accumulated data to report on overall production status, inventory, and demand.
Technically not part of the ICS, the Enterprise Zone does rely on connectivity with the
ICS networks to feed the data that drives business decisions.
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Level 4 - Site Business Planning and Logistics

Level 4 is home to all the IT systems that support the production process in a plant or
facility. These systems report production statistics such as uptime and units produced to
corporate systems, and take orders and business data down from the corporate systems to
be distributed among the OT or ICS systems.

Systems typically found in level 4 include database servers, application servers (web,
report, the Manufacturing Execution System (MES)), file servers, email clients,
supervisor desktops, and so on.

The IDMZ

Between the Enterprise Zone and the Industrial Zone lies the IDMZ, depicted in the
following screenshot:
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Figure 1.13 - The IDMZ

Industrial Demilitarized Zone

The IDMZ contains a single level: level 3.5.

Level 3.5 - The IDMZ

As the level number might imply, level 3.5 was added to the model later. It stems from
the efforts taken to create security standards such as the National Institute of Standards
and Technology (NIST) Cybersecurity Framework and North American Electric
Reliability Corporation Critical Infrastructure Protection (NERC CIP). The IDMZ is
an information-sharing layer between the business or IT systems in levels 4 and 5, and
the production or OT systems in levels 3 and below. By preventing direct communication
between IT and OT systems, but rather having a broker service in the IDMZ relay
communications, an extra layer of separation and inspection is added to the overall
architecture. Systems in the lower layers are not being exposed directly to attacks or
compromise. If, at some point, something were to compromise a system in the IDMZ or
above, the IDMZ could be shut down, the compromise contained, and production could
continue.



What isan ICS? 19

Systems typically found in the IDMZ include (web) proxy servers, database replication
servers, Network Time Protocol (NTP) servers, file transfer servers, Windows Server
Update Service (WSUS) servers, and other transitional (broker) service servers. The
IDMZ tends to be a virtual stack to allow flexibility when building broker services and
implementing redundancy, failover, and easy restore functionality.

The Industrial Zone

At the heart (or bottom) of the ICS is the Industrial Zone; this is the part of the ICS
environment we are trying to protect by shielding it off from the rest of the world. The
ultimate goal is to have most of the user interactions occurring on the Enterprise network/
zone, where systems can be more easily patched, monitored, and contained. Any traffic,
data, or interactions that need to dribble down to production systems do so via tightly
defined and well-configured methods (broker services—see later) in the IDMZ, and are
shielded from directly manipulating the production and automation systems and devices.

The Industrial Zone is depicted in the following diagram:
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Figure 1.14 - The Industrial Zone

The Industrial Zone consists of levels 3-0, explained in the next sections.
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Level 3 - Site Operations

Level 3 is where systems reside that support plant-wide control and monitoring functions.
At this level, the operator is interacting with the overall production systems. Think of
centralized control rooms with HMIs and operator terminals that give an overview

of all the systems that run the processes in a plant or facility. The operator uses these

HMI systems to perform tasks such as quality control checks, managing uptime, and
monitoring alarms, events, and trends.

Level 3, Site Operations, is also where the OT systems live that report back to IT systems
in level 4. Systems in lower levels send production data to data collection and aggregation
servers in this level, which can then send the data up to higher levels or can be queried by
systems in higher levels (push versus pull operations).

Systems typically found in level 3 include database servers, application servers (web,
report), file servers, Microsoft domain controllers, HMI servers, engineering workstations,
and so on. These types of systems can be found on the Enterprise network as well, but
here they interact with the production process and data. The Microsoft domain controller
at Level 3, Site Operations, should be used to implement a standalone industrial domain
and Active Directory that is in no way tied to the Enterprise domain. Any link from an
Enterprise domain to the Industrial Zone can allow the propagation of attacks or malware
from the Enterprise Zone down into the industrial environment.

Level 2 - Area Supervisory Control

Many of the functions and systems in level 2 are the same as for level 3 but are targeted
more toward a smaller part or area of the overall system. In this level, specific parts of the
system are being monitored and managed with HMI systems. Think along the lines of a
single machine or skid with a touchscreen HMI to start or stop the machine or skid, and
to see some basic running values and manipulate machine- or skid-specific thresholds and
setpoints.

Systems typically found in level 2 include HMIs (standalone or system clients), supervisory
control systems such as a line-control PLC, engineering workstations, and so on.

Level 1 - Basic Control

Level 1 is where all the controlling equipment lives. The main purpose of the devices in
this level is to open valves, move actuators, start motors... Typically found in level 1 are
PLCs, Variable-Frequency Drives (VFDs), dedicated proportional-integral-derivative
(PID) controllers, and so on. Although you could find a PLC in level 2, its function there
is of a supervisory nature instead of a controlling one.
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Level O - Process

Level 0 is where the actual process equipment lives that we are controlling and monitoring
from the higher levels. Also known as Equipment Under Control (EUC), level 1 is where
we can find devices such as motors, pumps, valves, and sensors that measure speed,
temperature, or pressure. As level 0 is where the actual process is performed and where
the product is made, it is imperative that things run smoothly and in an uninterrupted
fashion. The slightest disruption to a single device can cause mayhem to all operations.

IT and OT convergence and the associated benefits
and risks

ICSes started their life as proprietary implementations of automation and controls
equipment, often standalone but, where necessary, glued together with vendor-specific
obscure communication media and protocols. It would take identically obscure methods
and tools to reprogram these setups if reprogramming were even possible. At those early
times of ICS, there was a clear distinction and a solid boundary between OT and IT,
though over the past decade, that boundary has all but dissolved.

The difference between IT and OT

Operational Technology, or OT, encompasses everything needed to get a product out

the door, a service delivered, or to perform any other form of production activity. In

the most modern sense, typical OT equipment that falls under this term includes PLCs,
HMIs, actuators, sensors, PCs, servers, network switches, and network media, but also
the software that runs on or with these devices, such as operating systems, firmware,
applications, software, and databases. In contrast, the term Information Technology, or
IT, encompasses all the equipment and processes involved with storing, retrieving, and
sending information. Some typical IT equipment includes PCs, servers, network switches,
network media, firewalls, other security appliances, and the various software, firmware,
databases, and so on that run on and with the IT equipment.

Right away, you can see how the two terms have an overlapping area when IT equipment
and processes are used as part of the OT environment. As we will discuss later in this
chapter, this stems from the convergence of OT and IT that has been progressing over the
past years.
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Where IT and OT truly differ is in the way they are being utilized and implemented.
Whereas IT equipment hardly ever physically controls anything (make something

move; heat up; react...), that is the sole purpose of OT equipment. IT is part of the OT
environment so that there are information capabilities available for the OT processes to
react on, record to, or process changes from. If, on a purely IT system, that data becomes
missing (as a result of corruption or malicious actions), a service might fail, a web portal
might become unresponsive, or some other form of service interruption might occur.
However, the consequences will be limited to some monetary loss, such as missed revenue
or degraded Service-Level Agreement (SLA) numbers. On the OT side, however, if the
data that a process relies on to properly function goes missing or becomes corrupted, the
physical process can become unstable and the consequences can include physical damage
to the environment or a threat to public health and safety, or can even be deadly for people
operating the machinery that the OT equipment is controlling.

One final difference between IT and OT I want to touch on is the way they are being
protected—the area users of the technology find most important. It is well known that the
security paradigm for IT is the Confidentiality, Integrity, and Availability (CIA) triad.
Not strictly a rule, but for IT systems, confidentiality (hiding data from prying eyes) is
the most important factor to secure, followed by integrity (making sure data does not get
tampered with), and the least important asset is availability (uptime). With OT systems,
that triad is turned around—availability is the most important concern of the owners of
an OT system, followed by integrity, and—finally—confidentiality.

The following screenshot depicts the CIA security triad:
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Availability

Figure 1.15 — The CIA security triad
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Knowing that some of the processes an OT/ICS system controls are expected to run
flawlessly and uninterrupted for weeks—or even months—at a time, it is easy to see

why here, the availability requirement is king. Integrity is a close second, as we want

to make sure that data that the OT systems and operators are making decisions on is

free from error or manipulation. Confidentiality is hardly a major concern in a typical
OT environment, other than maybe with some historical data stored in a database or

in log files on a server or PC. This is because by the time the data is used, it is pretty
much worthless already; though as I said, stored production data, recipes, and—in some
cases—the control applications that are stored on storage media do have some value, and
therefore the C in the CIA triad should not be completely ignored.

The opportunities

Why did IT and OT convergence occur? Wouldn't it make much more sense to keep the
two separated? Yes—from a security perspective, it would definitely make sense to keep
things as separate as possible. However, from a business perspective, having accurate,
on-the-fly, and relevant data coming from the OT environment makes a lot of sense. Such
information allows tighter production scheduling, can decrease the amount of inventory
that needs to be held on site, helps cost calculation, and provides many more logistical
advantages. Modern ERP and MES systems rely on input and information from both the
production and the enterprise side of a business. Those reasons—and many more—have
driven the convergence of IT and OT systems.

The risk

As stated earlier in this chapter, the ICS (the OT environment) was originally built with,
and around, proprietary devices, equipment, and networking media and protocols,
without security in mind. Just about every vendor had their own way of doing things, and
every one of them had a different way of configuring, operating, and maintaining their
setup. This proprietary behavior did not work well with the whole IT/OT convergence
demand, and slowly ICS equipment vendors started adhering to a common set of
standards—namely, the widely used networking protocols Ethernet, Internet Protocol
(IP), Transport Control Protocol (TCP), and the User Datagram Protocol (UDP)—to
run their controls and automation protocols over.
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In order not to have to reinvent the wheel, many vendors layered their well-established
controls and automation protocols on top of the TCP or UDP protocol. This way, all
that was necessary to hop onto the IT/OT convergence train was to slap in an IP/TCP/
UDP-capable communications module, and they were set to go. Seeing as most control
systems are modular in nature, whereby the communications devices are separate from
the central processing unit (CPU) (controller), this was an easy swap. Now, customers
could more easily adapt to a standard that allowed a common set of technologies to wire
up the entire production facility by the same type of wires, switches, and even the same
skill set of the person doing the install.

And this is what many companies literally did—they wired the entire network, stretching
from the production area, up through the offices, over the Wide Area Network (WAN)

up to other plants or a corporate office, and sometimes even all the way onto the internet.
This made it tremendously easy to get data, troubleshoot, and gain accessibility, but it

also opened up these previously hidden devices and equipment—often running the most
sensitive parts of a business—to attack. Controls and automation devices now have an IP
address; they can be accessed from anywhere because they use the IP protocol, and they
can be easily interpreted because the controls and automation protocols that ride on top of
IP and TCP are just about all cleartext protocols.

Have a look at the following screenshot:
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Figure 1.16 - ICS cleartext protocol packet

As the preceding screenshot shows, a Modbus packet (for example) does not hide the
data or function codes it is relaying between nodes. This allows for inspection and
manipulation of the data and function codes. Additionally, with the adoption of the TCP/
IP stack of automation equipment, they now can be targeted by common IT techniques
and tools.
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Even today, most of the ICS equipment is still using the wide open and cleartext protocols
that were designed as part of the proprietary protocol. Many companies have, however,
moved away from a flat network connecting every device from all over the organization.
We will discuss this in more detail in a later chapter.

If you want to see the inherent insecurity of controls and automation protocols in
action and even play with some attacks yourself, I refer you to Chapter 2 of this book's
first edition — Insecure by Inheritance. This chapter has detailed explanations and attack
examples for the Modbus, Siemens S7, Profinet, and Ethernet/IP protocols.

Example attack on the Slumbertown papermill

By illustrating a cyber attack on a fictitious papermill, in the rolling hills of Slumbertown,
Chapter 3 of the first edition of this book — The Attack walked us through a possible attack
scenario whereby attackers infiltrated the organization and managed to create havoc in the
production process.

Have a look at the following screenshot:
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Figure 1.17 - The Slumbertown papermill ICS network architecture

Engmeermgl

&

The preceding screenshot is a depiction of the Slumbertown papermill ICS network that
attackers managed to infiltrate and wreak havoc on. Next is a summary of the approach
taken by the attackers.



26 Introduction and Recap of First Edition

Attack recap

From a high-level perspective, we will now look at the steps the attackers took to reach
their objective.

Reconnaissance

The first step for an attacker is to gather as much information about their target as
possible. This is called reconnaissance. Here, the attackers learned as much as they could
about the operation of the papermill, the personal life of its employees, and the technology
used in the ICS environment before they started their attack.

Spear phishing

The attackers crafted an enticing phishing email that they tailored in such a way as to get
Mark to click on a malicious link that would ultimately compromise the computer Mark was
logged in on, allowing the attackers to take a foothold on the papermill's enterprise network.

You can see the phishing email here:

Hey bro, check out the insane sale going on over at www.ems.com/climb
| bought all the gear for our trip.

Jim,

Figure 1.18 - The email that started it all...

Next, the attackers started to probe around, looking for other victims to compromise.

Lateral movement on the Enterprise network

Once the attackers had a foothold on the Enterprise network of the papermill (the
network that directly connects to the internet and has business-type clients with email and
internet access on it), they started looking around for additional systems to compromise.
They did this by using Mark's computer as a pivot into the network and running their
probes and scans that way.

Using this method, they found and compromised other interesting computers, and
ultimately made their way onto a system that due to being "dual homed" (connected to
two networks: the enterprise network and the industrial network) allowed them access to
the industrial environment.
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Attacking the industrial network

With access to a workstation that is connected to the Industrial (production) network,

the attackers were ready to start the true objective of their attack—phase 2: interruption
of the papermill digester process, with the ultimate goal of causing physical damage.

They achieved this objective by manipulating the cleartext packets sent from the control
process to the operator screen. By changing the values that were presented to the operator,
they tricked that operator into taking a corrective action that ultimately resulted in
overpressurizing the digester...

Not much has changed

In the time between the release of the first edition of this book and the writing of this
edition, just about every major ICS-centric compromise has followed the aforementioned
process. The end goal of the attackers might have been different, but the steps taken to get
there will have been pretty much the same.

If you want to read a detailed description of how the attack took place, and even follow
along with the attack activities, head on over to Chapter 3 of the first edition of this book -
The Attack.

The comprehensive risk management process

Securing the ICS environment ultimately comes down to managing risk. By identifying
risk, categorizing risk, prioritizing risk, and ultimately mitigating risk, the ICS security
posture is improved. The four major categories involved with risk management, as
explained in detail in Chapter 4 of the first edition of this book — Industrial Control System
Risk Assessments, are outlined next.

1. Asset identification and system characterization

Under the motto "you cannot secure and protect what you do not know you have", the
first—and arguably, most important—step to risk management is getting an accurate
index of all your assets in the ICS environment. This can be a manual process whereby
you open each and every electrical cabinet, look inside every network closet and panel,
and inventory every desktop in your production facility. However, an automated approach
might be easier and more comprehensive while also less error-prone.
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Tools such as the open source grassmarlin (https://github.com/nsacyber/
GRASSMARLIN), or one of the paid-for ICS-specific Intrusion Detection System (IDS)
solutions (CyberX, Claroty, Nozomi, Forescout, Indegy, PAS Global LLC...) can passively
index your assets by sniffing the network. Although these tools do a fantastic job, they
can miss an asset if it is in a tough part of the network or somehow otherwise out of reach
of the aforementioned tools (oftline). I suggest using a combination of sniffing tools, an
off-hours scan with a properly configured Nmap scan, and some elbow-grease work of
manually inventorying and indexing to get the best results.

After you have made a list of all the assets you have in the ICS environment, details

such as operating system version, firmware revision, patch level, software inventory,

and running services on must be added to the list, as well as a criticality scoring and a
value for the asset. A criticality scoring for an asset is a way to identify how important,
valuable, and integral the asset is to the overall production process or the survivability of
the organization. Criticality scoring will be discussed in detail in Chapter 15, Industrial
Control System Risk Assessments. These asset details will help assess proper risk scoring
and will ultimately allow for intelligent prioritization of risk mitigation.

2. Vulnerability identification

After a list of assets with accompanying software, firmware, and operating system patch
levels and revisions is assembled, the next step is to compare these revisions, versions, and
patch levels against known vulnerabilities for them. This can be a manual process where
you use a website such as the National Vulnerability Database (https://nvd.nist.
gov/) to look up every piece of information and compare it to their database of known
vulnerabilities.

A more manageable approach would be to run an automated vulnerability scan with
Nessus or Qualys. An automated vulnerability scan is faster and often more reliable, as

it can find—and sometimes even verify—a large set of known vulnerabilities, as well

as check for common misconfiguration or default (weak) settings. Be warned that a
vulnerability scan is intense and can cause ICS equipment to buckle under the additional
network traffic. I highly recommended running a scan such as this during production
downtime, though be prepared to verify the ICS equipment works as expected afterward.


https://github.com/nsacyber/GRASSMARLIN
https://github.com/nsacyber/GRASSMARLIN
https://nvd.nist.gov/
https://nvd.nist.gov/
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3. Threat modeling

Now that we know what we have (asset list) and what is wrong with it (asset
vulnerabilities), the next step is to see how likely the discovered vulnerabilities in our
assets are to be exploited, and what the potential impact and consequence of successful
exploitation would be. The process that helps us define this is called threat modeling.
Threat modeling uses risk scenarios to define possible threat events and the impact and
consequence of a threat event. For a threat event to be feasible, the following elements
must be present: a threat source to carry out the event; a threat vector to exploit the
vulnerability; and a target with a vulnerability. In a way, creating risk scenarios is about
trying to predict where a threat is most likely going to target and strike. The following
screenshot conceptualizes a risk scenario:

Risk Scenario

a 0

Figure 1.19 - Depiction of a risk scenario

Business
Objective

Having a matrix of risk scenarios allows us to make an educated decision on which threats
are more concerning than others and therefore allows us to prioritize and streamline
remediation, giving us a better return of investment for the limited security budget that
we have.

Important note

Additionally, to help define the likelihood of a threat event unfolding, you can
perform a penetration test as part of the risk assessment. In short, a penetration
test will take the created risk scenarios and try to actualize them by attacking
the vulnerabilities within the confines of the risk scenario. Needless to say,
penetration testing should not be performed on live ICS environments! A test
environment or an approximation of the ICS environment should be built and
used to run the penetration-testing activities on.
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4. Risk calculation and mitigation planning

Now that we have a very clear picture of the possible risk scenarios for our ICS
environment, we can next quantify the risk by assigning a risk score to every risk scenario
we have created. By correlating the assessment process between assets and having cross-
assessed every asset, the scoring will be a relative number showing where best to spend
mitigation efforts and money to create the best return on investment, and indicating
where our efforts will have the most impact.

For the scoring, we can use the following formula (others exist and can be used, as long as
you are consistent):

isk severity + (criticality = 2) + (likelihood * 2) + (impact * 2)
risk =
4

As an example, this formula gives us the following risk score for a Siemens S7-400 PLC
vulnerability:

Vulnerability Severity  |Asset Criticality ~ |Attack Likelihood Impact Risk Score

(from Common

Vulnerabilities and (from Step 1) icsvteF;nC(s)ch)ilgij) with (from Stage 1)
Exposures (CVE)) Y p
7.5 4 4 3.5 7.6

Important note

To complement the risk assessment process that is described in detail in the
first edition, this book will go into painful detail on the penetration testing
process.

The DiD model

The idea behind the DiD model is that by stacking defenses, with the idea that multiple
backup security controls cover each other, a holistic and all-encompassing security
posture is created for the entire ICS network.

The DiD model is presented in the following diagram:
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Figure 1.20 — The DiD model

The several layers of the DiD model are briefly explained next. Chapters 6 through 11 of
the first edition explain these layers in detail.

Policies and procedures

No security program is complete without proper direction. Policies and procedures do just
that. They provide a way for management to give direction to the security program and
portray the vision and objective of the security program.

Physical security controls

Limit physical access to authorized personnel: cells/areas, control panels, devices, cabling,
and control room...; locks, gates, key cards, and biometrics. This may also include
administrative controls such as policies, procedures, and technology to escort and track
visitors.

Network security controls

Controls that fall into this layer are aimed at defending the ICS network and the devices
that sit on this network. Some controls include firewall policies, access control list (ACL)
policies for switches and routers, Authentication, Authorization and Accounting
(AAA), IDSes, and intrusion prevention systems (IPSes).
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Computer security controls

Controls within this layer are aimed at protecting and hardening the computer system
and include patch management, endpoint protection solutions, the removal of unused
applications/protocols/services, closing unnecessary logical ports, and protecting physical
ports.

Application security controls

Controls within this layer aim to add controls at the application level of the ICS. The
application level is where the end users interact with the system through application
programming interfaces (APIs), portals, and other interfaces. Controls at this layer
include AAA methods and solutions.

Device-level security controls

Controls in this layer are aimed at protecting the ICS device and include device patching,
device hardening, physical and logical access restrictions, and setting up a device life
cycle program that involves defining procedures for device acquisition, implementation,
maintenance change management, and device disposal.

ICS security program development

Security planning and security program development, including governance to define the
policies and procedures for your unique environment and situation, should be a well-
thought-out exercise, performed before any other security task. Before embarking on any
kind of security activity, you should make a plan that fits your company's goals, needs,
and requirements. Without the proper planning and guidance, implementing security
becomes aimed at a moving target.

Security program development and management

To be able to effectively integrate security into an ICS, we must define and execute a
comprehensive cybersecurity program that addresses all aspects of security. The program
should range from identifying the objectives of the program to the day-to-day operation
and ongoing auditing and verification of the program and accompanying security posture
for compliance and improvement purposes. An organization's business objectives should
include a cybersecurity program, and the security program should be aligned with the
organization's business objectives. This is paramount for the overall success of a security
program.
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Items to consider while setting up an industrial cybersecurity program include the
following:

 Obtaining senior management buy-in
« Building and training a cross-functional team
 Defining the charter and scope
« Defining specific ICS policies and procedures
+ Implementing an ICS security risk management framework
— Defining and inventorying ICS assets
— Developing a security plan for ICS systems
— Performing a risk assessment
— Defining the mitigation controls
« Providing training and raising security awareness for ICS staff

+ Rinse and repeat—meaning you must indefinitely monitor, correct, and refine your
security program to stay accurate, up to date, and effective

Risk management (cyclic activities to find and mitigate risk)

The following screenshot depicts the process and corresponding activities around the
continuous (cyclic) industrial cybersecurity improvement process:

Risk Assessment

Plant level

Assess

Monitor

activities?

Discover
Discrepancies/
Vulnerabilities

Mitigate
Discrepancies/
Vulnerabilities

Plant level

Figure 1.21 - The cyclic cybersecurity improvement process

Plant level
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Keeping an ICS security program and accompanying risk management activities accurate
and up to date requires a cyclic sequence of activities.

These activities are outlined here:

 Assessing risk: To verify the completeness of the applied security controls and
mitigation and to assess against the newest standards and policies, recurring risk
assessment should be scheduled. The assessment can become increasingly more
involved as the overall security program evolves, to uncover more detailed and
harder-to-spot vulnerabilities. A risk assessment should be completed once a year,
at a minimum.

+ Responding to identified risk: As risk is detected by a monitoring system or
revealed by a risk assessment; it must be addressed by a (dedicated) team.

« Monitoring risk evolvement and mitigation: Monitoring risk is geared around
keeping track of mitigation efforts on issues found during a risk assessment or
discovered by a monitoring system such as an endpoint security client or an IDS/
IPS sensor.

Takeaway from the first edition

ICSs have evolved over the past few decades from standalone islands of automation to
entire networks of automation devices, computer and server systems, and the media
connecting them. Nowadays, IT and OT equipment is used in an intertwined fashion

to perform a specific business goal such as building a product, supplying a service, or
maintaining an environmental variable such as temperature, humidity, or stability. An ICS
has become the backbone of almost every industry and will cause severe consequences to
the uptime, productivity, and profitability of a company when it becomes unavailable, as
well as possibly causing environmental and physical damage and even resulting in bodily
harm or death if tampered with.

This extreme dependency on an ICS's reliable functioning, coupled with the added
exposure to cybersecurity threats resulting from IT and OT convergence, makes
safeguarding a proper cybersecurity posture of every ICS owner a matter of due diligence.

The combination of the tremendously high impact of compromise to an ICS and the
ability to achieve this remotely using standard IT malware has caused ICS cyber attacks
to proliferate over the past two decades. We are all aware of high-impact cyber attacks
on critical infrastructure carried out (allegedly) by nation-state actors—nuclear facilities,
power grids, oil industry. None of these are immune.



What isan ICS? 35

In the first edition of this book, we learned how an attacker will go about infiltrating,
exploiting, and taking over an ICS environment. We learned the tools and techniques used
for this process, as well as looking at the underlying issues and inherent weaknesses around
how ICS equipment operates that allow these tools and attacks to successfully compromise
an ICS environment. The first edition then went and showed the concepts, ideas, and
fundamentals necessary to understand what it takes to secure an ICS environment, covering
topics such as DiD, security program development, and risk management.

As a summary, we will look at the four main tasks or responsibilities that should be
considered/covered to successfully establish a well-functioning and effective ICS
cybersecurity program.

Know what you have

Having an up-to-date, complete, and accurate inventory of assets that comprise your ICS
is arguably the most important step in a cybersecurity program. You cannot secure and
protect what you don't know you have.

This task requires a well-planned and effective asset management program.

Know what is wrong with what you have
You then have to know what is wrong with the assets that you have. How else are you

going to fix it?

This task requires you to define a comprehensive vulnerability management program.

Fix or defend what you know is wrong

Once you have identified what is wrong with the assets that you have, you must make
a mitigation plan that is targeted and complete and that gives you the best return of
investment while tackling the undoubtedly overwhelming amount of risk to deal with.

The task requires you to set up a complete and detailed risk management program.

Rinse and repeat indefinitely

To keep your ICS cybersecurity activities and management programs up to date and
effective, you need to periodically review the processes, activities, and implemented
solutions and controls for completeness, effectiveness, and relevance.

This task requires a recurring sequence of events to be defined, tying all cybersecurity
programs and activities together in a never-ending loop of assess, respond, and monitor...
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The remainder of this book will be dedicated to the technologies, techniques, concepts,
activities, and responsibilities for monitoring the security of the ICS environment, or
security monitoring for short.

Summary

We have started the continued journey into ICS cybersecurity, with a review of what was
covered in the first edition of the book. Whereas the first edition was mainly concerned
with establishing a secure ICS environment, this second edition will expand upon this
with various topics that deal with maintaining a secure environment by observing and
monitoring the security posture. I will be using a "from-the-ground-up" approach to
explain all this, meaning we will look at security monitoring and the implementation
aspects of it in all phases of the ICS environment life cycle. We start with a revised look at
the ICS network architecture and the IDMZ in the next couple of chapters.

In the next chapter, we are going to take a fresh new look at the ICS network architecture.
We will be reviewing the parts and pieces that make up a modern ICS network, stretched
out over the three distinct parts of the ICS environment: the Enterprise Zone, the
Industrial Zone, and the IDMZ.



2

A Modern Look
at the Industrial
Control System
Architecture

This chapter provides a modern view of the Industrial Control System (ICS) network
architecture design and how this fits in with industrial cybersecurity. The ICS network
architecture discussion is held around my personal approach to designing plant-wide
architectures, since I now have a few more years of experience under my belt since the first
edition of this book. I have added new concepts, techniques, and best practices that have
evolved in the various industrial areas.

Throughout this chapter, you will learn about the tools, techniques, and methodologies
that can help us understand and implement proper industrial network architecture design.
This chapter merely provides an overview of these topics; later chapters will go into detail
on the relevant topics.
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In this chapter, we will cover the following topics:

o  Why proper architecture matters

o Industrial control system architecture overview

Why proper architecture matters

Any solid design starts with a sound foundational architecture. This holds true for ICS
cybersecurity as well. Spending the proper amount of time to come up with a solid
architecture that takes security, performance, uptime requirements, and resiliency into
consideration will pay in dividends throughout the lifetime of the ICS environment.
The effects of the decisions and considerations we've made will ripple into anything
we do later on, so let's go over some fundamental requirements, considerations, and
recommendations.

In Chapter 4, Designing the ICS Architecture with Security in Mind, we will take a closer
look at the security aspects around a well-designed ICS network architecture. The rest of
this chapter will be an architectural overview/review of the recommended ICS network
architecture, updated with new and revised considerations since the first edition of this
book hit the shelves.

Industrial control system architecture
overview

The following diagram depicts the recommended ICS network architecture.
Fundamentally, it has not changed from what we discussed in the first edition of this
book. The recommended architecture is based on the Purdue model (the Purdue model
was discussed in detail in Chapter 1, Introduction and Recap of First Edition) but was
updated to reflect current standards, industry best practices, and 10 years' worth of
experience by this author designing, implementing, and maintaining secure and resilient
industrial network architectures.

Rather than go over every section, zone, and area, here, we will look at the architecture
from an implementation perspective. What kind of technology is behind setting up the
segments, boundaries, and security controls?
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The following sections will go cover the Enterprise and Industrial zones, as well as
discussing the Industrial Demilitarized Zone.

The Enterprise Zone

We will start our conversation on the enterprise side. This is the area of the ICS
environment where systems that do not directly interact with the production process
reside. As many recent compromises that target the industrial environment have
shown, the enterprise network is often used as the initial entry point for an attack on
an organization. A phishing email or a drive-by malware download allows the attacker
to gain access to the enterprise network, which is where they will try to pivot into the
industrial network.

Typical interactions with the industrial systems and production data from the Enterprise
Zone include the following:

« Enterprise users that need to pull reports generated in the Industrial zone. These
reports are offered via a broker service such as a reverse web proxy. The reverse web
proxy can securely expose a reporting web portal sitting on the industrial network
via the Industrial Demilitarized Zone (IDMZ).

« Enterprise users that need to pull reports generated on the Enterprise side but that
have been built with data taken from production systems in the Industrial Zone.
This is achieved by synchronizing data between the Industrial and Enterprise Zones
via historian services such as Pi Historian or (custom) SQL databases, securely
offered via a SQL data replication broker service via the IDMZ.

« Manufacturing execution system (MES) or enterprise resource planning (ERP)
clients. These MES/ERP clients interact with production systems to optimize
production efficiency and track production statistics. Implementation is a
combination of data synchronization and reverse web proxy services.

« Remote access to industrial systems. There are typically two types of remote access:
a solution for employees, who, if already connected to the Enterprise network (are
onsite/on-premises) can directly use the Remote Desktop Protocol Gateway (RDP-
GW) broker service in the IDMZ or will attach to the Enterprise network via a
Virtual Private Network (VPN) solution when working remotely.
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Then, there is a solution for vendors and contractors, which is often achieved

by implementing a virtual machine (VM) style of remote access (think Citrix
Gateway (https://www.citrix.com/products/citrix-gateway/))
that uses remote desktop technology to securely connect a vendor or contractor to
the enterprise network. At this point, the vendor or contractor is using company
property that's controlled, maintained, and monitored by the company. From

this VM- style remote access system, the vendor or contractor can than connect

to industrial systems via the RDP-GW in the IDMZ. In Chapter 3, The Industrial
Demilitarized Zone, we shall discuss how to control how, where, and when a vendor
can connect to the RDP-GW server.

The aforementioned IDMZ services and several others will be discussed in detail in
Chapter 3, The Industrial Demilitarized Zone.

The way the enterprise side of the ICS environment should be implemented is with
function-specific systems securely integrated into the existing IT infrastructure. The
following diagram is a depiction of the recommended way to accomplish this:
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Some important considerations to point out about this diagram are as follows:

« Any systems that are not directly interacting with or are crucial to running
the production process should reside in the Enterprise zone. This significantly
reduces the attack surface of the industrial environment (the area we consider
most critical and should be protected at all costs). By forcing interactions with the
industrial environment (human interaction) to take place on Enterprise systems,
we can closely monitor those interactions, broker them if they need to interact
with industrial systems, and effectively create a security boundary that is tightly
controlled and monitored. As we will see in Chapter 3, The Industrial Demilitarized
Zone, the IDMZ allows us to completely and physically separate enterprise systems
and human interactions from the production network by implementing broker
services, as well as monitoring any interactions with the help of Deep Packet
Inspection (DPI)-enabled firewalls and Host Intrusion Detection System (HIDS)
and Network Intrusion Detection System (NIDS) technologies.

« Systems that are not deemed crucial in running the production processes should
not be placed in the Industrial Zone but instead be placed on dedicated, segmented
parts of the Enterprise network. Eliminating unnecessary systems and devices
from the industrial network significantly reduces the attack surface. By placing
equipment that people interact with on the Enterprise side, we can create a
boundary that protects the industrial environment if this equipment or the human
element becomes compromised.

« Remote access should be, at a minimum, separated between employee- and vendor-
type remote access, with employees typically leveraging some sort of VPN solution.
Vendors should not be given VPN access to the company's network (do you really
want to connect an unknown network to yours?) but should rather use some
type of virtual machine access scheme such as VMware ACE,Citrix XenApp,
Microsoft Remote Desktop, Bomgar Remote Support, Cyberark
Alero, and so on. Implementing a virtual machine-based remote access solution
effectively puts the security boundary between the remote entity and the corporate
network at the public address of the company. After establishing a virtual session,
the remote user uses an asset that is controlled and owned by the company, allowing
tull control over and visibility of their actions. From this virtual remote session,
the remote user can then be allowed to perform a certain set of actions, such as
connecting to the remote desktop gateway in the IDMZ, which then allows them
to connect to the Industrial Zone. Additionally, multi-factor authentication should
be implemented for the initial hop into the Enterprise network (VPN/Citrix access)
and additionally at the Remote Desktop Gateway (RDP-GW) in the IDMZ.
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This covers the IT portion of the Enterprise side of the ICS. Next, we will discuss the
presence of Operational Technology (OT) on the Enterprise side and the security-related
considerations around those systems, devices, and equipment.

Operational Technology (OT) presence in the Information
Technology (IT) Space

As shown in Figure 2.2, there are quite a few systems that are related to the ICS (OT
assets) present in the (strictly speaking) Information Technology (IT) space. This is one
of the effects that OT/IT convergence has had on the ICS environment. There is no longer
a strict separation between Enterprise and industrial systems, or IT and OT. Over the past
decade or so, the ICS has stretched its boundaries to extend far into the "IT" space, be it
to allow vendors or employees to securely connect from a remote location, have a way

to share data, allow for OT assets to be monitored, or some other means of supplying IT
services to the OT environment.

Securing an ICS environment is no longer a matter of isolation or the work of dedicated
OT resources. Because OT and IT overlap, so must the burden of protecting and securing
the ICS environment. The companies I have worked with that are the most successful in
securing their production environment are the ones that have managed to establish an IT/
OT (security) team that works well together. If there is one thing you should get out of
reading this book, it should be that being successful in securing the ICS environment it is
a task that relies on everyone in the organization to work together.

Additionally, throughout the rest of this book, we will look at numerous activities,
technologies, and disciplines (including attacks) that were implemented or designed with
IT in mind and were then adopted or adjusted to work in the OT space. Having a team of
individuals with knowledge on both sides of the business environment will pay off

in dividends.
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Security considerations

We will close out this section with some security considerations around running OT
systems in an IT environment. To securely accomplish this, you should do the following:

Treat the two distinct sides of the ICS environment as such. Meaning that the ICS network
is separated into an Industrial Zone and an Enterprise Zone for a good reason. You can
extend this separation by using dedicated and distinct security controls, as follows:

o Use separate, dedicated Windows Active Directory domains for the industrial and
enterprise side of things.

o Do not use domain trust relationships between the industrial and enterprise Active
Directory domains. At a minimum, a corporate user/entity should have two sets
of credentials: one for the Enterprise network resources and one for the industrial
network resources.

o Dedicate a select set of systems to be allowed to communicate to the IDMZ. Access
to industrial resources is restricted to these systems. Only select users can leverage
these systems to traverse the IT-OT boundary.

« Prevent credentials from being stored on any systems on either the Enterprise
domain that can cross the IT-OT boundary (can traverse the IDMZ) or any
industrial system. One of the first things an attacker does once they compromise
a system is look for stored credentials, so make this as difficult as possible by not
storing any credentials in the first place.

This covers the Enterprise side of the ICS environment; next, we will traverse into the
industrial realm of things.

The Industrial Demilitarized Zone

The Industrial Demilitarized Zone (IDMZ) is the glue that connects the Industrial and
Enterprise Zones of the ICS together securely. It allows for physical separation between
the Enterprise and industrial networks while allowing fundamental functionality to take
place using function-specific broker services. The IDMZ will be explained in detail in
Chapter 3, The Industrial Demilitarized Zone.
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The Industrial Zone

On the opposite side of the OT-IT security barrier is the Industrial Zone. Any system
that is attached to the industrial network has a very good reason to be there, meaning
that that system either directly influences the production process or was identified as it
was necessary to maintain operability of the overall production process in case the IDMZ
had to be shut down (see the first edition of this book for a detailed discussion of this
concept). As a side note, this fact allows for a very effective security control, as we will
discover later in this book.

The following diagram depicts the recommended architecture of the Industrial Zone:

Level 3 - Site Operations

Automation Database g

Automation Server

Virtual Desktop
File Server ST
oT-

Firewall

Enclave 1 Enclave 2 Enclave 3
"Assembly"! "Utilities" "Packaging"
Functional Area Functional(are Functional

Figure 2.3 - The ICS industrial network architecture

The following sections will explain the distinct areas of the ICS industrial network
architecture.
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Level 3 - Site Operations

The first section of the Industrial Zone we are going to discuss is referred to by the Purdue
model as Level 3 - Site Operations. The Purdue model was discussed in detail in Chapter
1, Introduction and Recap of First Edition. Level 3 - Site Operations is the subnet or
enclave (see the next section) of the industrial network that is used as an intermediary

for communications between the lower-level control and automation systems and the
Enterprise network (via broker services in the IDMZ). In other words, access to and
interaction with industrial systems from the Enterprise Zone shall be brokered by a
dedicated IDMZ service (creates physical separation) and terminate in the Level 3 - Site
Operations enclave (on a dedicated server at Level 3). On the other hand, data from

Level 2 and below shall be stored on a Level 3 Site Operations system before it is sent

to or accessed by an Enterprise system or user via a dedicated IDMZ broker service. To
illustrate this, the following diagram shows how a user in the Enterprise zone would use
Microsoft's RDP client to connect to a virtual desktop server, located in Level 3 - Site
Operations via the RDP-GW broker service in the IDMZ. The virtual desktop server then
allows the Enterprise user to perform maintenance, troubleshooting, or development tasks
on the controls and automation equipment at levels 2 and below:
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Figure 2.4 - Enterprise client accessing industrial automation systems
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In the preceding diagram, we can see that an engineer in the maintenance office does
the following:

1. They use their client computer (any type of computer that is capable of running
an RDP client), which is connected to the Enterprise network, to initiate a remote
desktop session (Microsoft RDP client) to the Remote Desktop Protocol Gateway
(RDP-GW) broker service in the IDMZ (see the next chapter for details on this
setup).

2. They use the RDP-GW server to broker a connection to the virtual desktop server in
Level 3 Site Operations of the Industrial Zone. The RDP-GW server tightly controls
who can do what and when.

3. 'They create an interactive but physically disconnected session with the virtual
desktop server in L3 of the Industrial Zone. From here, they can start monitoring,
troubleshooting, or programming automation and control systems, devices, or
equipment with the use of software and utilities that have been installed on the
virtual desktop environment.

In the example scenario described here, the IDMZ physically separates the Enterprise
network from the industrial network by brokering the RDP session for the engineer.

The connection is handed off to the industrial environment at the end of step 1. From
that point on, the resources being used are under the control of the industrial setup and
configuration. We effectively prevented direct (human) interaction with the industrial
equipment. The RDP session allows someone to program a PLC or troubleshoot a sensor,
while the physical separation, which is implemented by the IDMZ broker service, prevents
the engineering client computer from propagating over to the industrial network. This
setup is very effective against malware taking down the industrial network. Unless the
malware (think ransomware or some infection coming from a USB key) knows how to
pass the RDP-GW, it is contained on the Enterprise network. The Enterprise zone might
be taken down, but the industrial side of things can continue. And because all our tools,
software, and data are stored and installed on a system on the industrial network, we
could grab a clean computer, configure the RDP client, and reconnect - there's no need to
reinstall software, licenses, or data as that is all still safely sitting in the Industrial Zone.
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Now, let's reverse the scenario and see how data from the industrial equipment (level 2

and below) is collected in the Industrial Zone and sent to Enterprise systems where users

on the Enterprise network can use that data for reports or other activities. This setup is

depicted in the following diagram:
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Let's take a look at what this diagram entails:

1. Production-related data is collected from the automation and control devices in
level 2 and below by, for example, a historian collection service on the automation
database server.

2. The SQL replication broker service (for example, Pi to Pi replication) in the IDMZ
will keep databases on the industrial network synchronized with their counterparts
on the Enterprise side (this can be unidirectional or bidirectional).

3. 'The production-related data makes it into the databases of systems on the
Enterprise side, such as ERP/MES or (Pi) historian.

4. Clients that rely on the production data can retrieve (or store it, if bidirectional
replication is used) and access this data from the enterprise systems.

We will look at more examples of how the IDMZ separates enterprise and industrial
networks, while still allowing cross-access, in the next chapter.

Enclaves

Another important aspect of the Industrial Zone is enclaves. Enclaves are logical
subsections (subnets) within the industrial network. Typically, these subsections are
created by grouping a set of related automation equipment (think functionally-, logically-,
or geographically-related devices) into its own subnet (VLAN) or physically separated
network and connecting it back up to the rest of the industrial network via a firewall.

This setup allows related production equipment to communicate unhindered (at layer 2
speeds) while communication with other enclaves or Level 3 Site Operations is inspected,
controlled, and monitored by a firewall and/or NIDS.

Micro segmentation

Within enclaves, things can be subdivided even more with micro-segmentation. Let's say
you have created an enclave based on production lines and that, within those production
lines, there are areas/device groups that do not necessarily need to talk to other areas,
such as VFDs and HMIs. Those groups of devices or areas of the enclave can then be
micro-segmented into their own subnets within the enclave subnet. Any micro-segments
that need to be accessed by other segments, enclaves, or L3 Site Operations can use a sub
interface on the OT-Firewall or use a Layer 3-capable enclave switch.
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In the following diagram, we can see a detailed view of the Industrial Zone with level 3
Site Operations, enclaves, and segments depicted:
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Here, we can see four distinct communication paths:

1.

Communications between devices within the same enclave or segment (an enclave
is a form of segment) are handled within the enclave switch, over the same VLAN
interfaces - so at Layer 2 speeds. This allows the most elementary components
within a system - the ones that are absolutely necessary to keep the process running
- to communicate unhindered.

This type of traffic stays local to the switch and will not be sent through the
firewall, so it will not be inspected. As we will see in Chapter 4, Designing the ICS
Architecture with Security in Mind, to inspect local traffic like this, we will have to
set up a SPAN or MIRROR session on the enclave switch.

Communications between devices in an enclave or segment and the systems in
Level 3 Site Operations will have to leave their local subnet (VLAN) and therefore
need a default gateway. The OT-Firewall will be able to handle this, with the added
benefit that traffic of this kind is now inspected, controlled, and monitored as it
passes through the OT-Firewall.

Communications between segments within the same enclave will have to leave
their subnet and therefore need a default gateway (router). The OT-Firewall will be
able to handle this, with the added benefit that traffic of this kind is now inspected,
controlled, and monitored as it passes through the OT-Firewall.

Communications between enclaves will have to leave their subnets and therefore
need a default gateway (router). The OT-Firewall will be able to handle this, with the
added benefit that traffic of this kind is now inspected, controlled, and monitored as
it passes through the OT-Firewall.

This covers the industrial side of the discussion. Next, we will briefly introduce the means
to connect the Enterprise and Industrial Zones together properly and securely via the
Industrial Demilitarized Zone or IDMZ.
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The hardware that's used to build the ICS environment

So, what does it take to build all this?
Although the detailed answer to this question highly depends on the size, functionality,
performance, uptime requirements, and geographical dispersity of the ICS, most ICS

environments will contain a distinct set of components to make the magic happen. The
following diagram is a hardware architecture drawing for an ICS environment:
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Note that the preceding architecture depicts all the hardware from the IDMZ down. The
hardware necessary to host the Enterprise assets of the ICS are part of the Enterprise
network and typically manifest in physical computers/servers or virtualized assets
(through Hyper-V or VMware vSphere). Also, note that the architecture is only concerned
with the hardware necessary to build the industrial network and the IDMZ. The hardware
that's necessary for endpoints such as HMIs, PLCs, DCSs, and so on is not taken into
consideration, although some of those assets can be virtualized on the virtualization stack,
which is depicted at location 2 in the preceding diagram.

Figure 2.7 - ICS environment — hardware view
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So, with that in mind, if we look at the hardware architecture, we can see the following:

o The IDMZ connects to the Enterprise network via the IDMZ firewall pair (stack)
at location 1. A pair of firewalls in active-standby high- availability mode is
recommended for resiliency. Note that active-standby is the recommended
high- availability mode here, as a load balancing mode could allow the combined
throughput of the two firewalls to exceed the maximum throughput of a single
firewall, which, in the case of a single failure incident, would overload the remaining
firewall and take the entire stack down.

o As the traffic at this level in the architecture (the IDMZ) should be all IT protocols,
a standard IT-specific firewall brand/type will work just fine. Some recommended
models are the Cisco Firepower 2100 series, the Palo Alto PA-820/850, or the
Fortinet FortiGate.

o The IDMZ Firewall stack is typically located in the server room or data center of a
production facility and placed in a server rack, along with the other equipment for
the IDMZ:
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Interface 1 IDMZ

SECURITY
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Interface 2

IDMZ Firewall stack
Interface 3

INDUSTRIAL SECURITY ZONE

Figure 2.8 - IDMZ Firewall stack
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In the preceding diagram, the IDMZ is using three interfaces to create three
security zones. The Enterprise interface is connected to the Enterprise network,
the DMZ interface is connected to the IDMZ switch stack, shown at location 2,
and the industrial interface connects to the industrial core switch stack, shown at
location 4. The DMZ interface is further subdivided into sub-interfaces and their
corresponding VLANS so that the individual broker services can be separated into
their own subnets/VLANS.

o This setup allows us to create firewall rules between the three security zones and
broker services subnets, forming the backbone of the IDMZ's functionality.

« To set up the broker services in the IDMZ, a virtualization stack must be installed,
as shown at location 3. Depending on the amount of broker services there are,
the stack can scale from a single server to 3, 4, or maybe even 5 member servers.
We will discuss the virtualization technology in detail in the next section.

o Atlocation 4 is the industrial core switch stack. This pair of switches connects to the
IDMZ firewall, which allows a route to be created into the industrial network from a
broker service that is connected to another interface of the OT-Firewall. At this point,
we can also connect the industrial core switch stack back to the virtualization stack.
This allows us to use the virtualization hardware for virtualizing industrial systems
and services (such as the services in Level 3 Site Operations). We will discuss the
implementation and security considerations of this in the next section.

o From the industrial core down, we are now attached to the industrial network.
At location 5, we can see the use of area-specific OT-Firewall stacks so that we
can route, restrict, and inspect traffic leaving the enclaves. As at this point in the
architecture we mostly encounter controls (OT) protocols, mixed with some IT
protocols, the firewall that we choose to use here should support these protocols.

There are only two suitable types on the market right now that I would recommend
using here: the Cisco Firepower 2100 series firewall (https://www.cisco.
com/c/en/us/products/security/firepower-2100-series/index.
html) or the Tofino Firewall LSM (https://www.tofinosecurity.com/
products/Tofino-Firewall-LSM). Cisco's has the advantage of being able
to connect to multiple area switches and use EtherChannels (EtherChannels are
Cisco's proprietary technology for bundling multiple network interfaces into one,
allowing for redundancy and load balancing) but lack a bit in terms of protocol
support (they cover the most common ones). The Tofino firewall can handle many
more industrial protocols than Cisco's, but it is restricted to only two interfaces,
which allows us to connect a single area switch without having redundancy
capabilities.


https://www.cisco.com/c/en/us/products/security/firepower-2100-series/index.html
https://www.cisco.com/c/en/us/products/security/firepower-2100-series/index.html
https://www.cisco.com/c/en/us/products/security/firepower-2100-series/index.html
https://www.tofinosecurity.com/products/Tofino-Firewall-LSM
https://www.tofinosecurity.com/products/Tofino-Firewall-LSM
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Below the OT-Firewall, at location 6, we can see the area/enclave switch stacks
that are used to connect area-specific network devices and automation equipment.
Automation and control devices can be directly connected to the enclave switch or
the switch can connect skid/machine switches, as shown at location 7.

What follows next are some general recommendations for ICS network
architecture design.

Resiliency and redundancy

Here are some resiliency and redundancy considerations to keep in mind when building
the ICS environment:

Stack up on stuff, meaning that if you can implement a set of devices (firewalls,
switches, servers, and so on), you should, so that if one of the devices in the stack
fails, you are not dead in the water. There are a variety of technologies that fit the
device you are trying to implement redundancy on, such as the following:

— Switches can be stacked: https://www.cisco.com/c/en/us/support/
docs/smb/switches/cisco-350x-series-stackable-managed-
switches/smb5252-what-is-stacking.html

— Firewalls can be placed in active/standby mode: https: //www.
networkstraining.com/cisco-asa-active-standby-
configuration/#:~:text=ASA%20Active%2FStandby%20
failover%2Fredundancy%20means%$20connecting%20
two%20identical%20ASA,be%20synchronizing%20its%20
configuration%20to%20the%20standby%20unit.

— Servers within a virtualization cluster can use vCenter to implement high
availability and failover: https://docs.vmware.com/en/VMware-
vSphere/7.0/com.vmware .vsphere.avail .doc/GUID-4A626993 -
AB829-495C-9659-F64BA8B560BD.html

Match your cabling and wiring to the stack's setup, meaning that you should
interconnect the equipment with redundant links (EtherChannels, Trunking ports,
and so on) so that if a link fails, you are not dead in the water. Additionally, the
individual connections within the redundant link should run in separate paths,
meaning that, for example, if you connect two switches together, the wires within
the EtherChannel should be routed in opposite directions around the plant. This
allows you to continue to run if a conduit on one side of the building is cut for
some reason.


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-4A626993-A829-495C-9659-F64BA8B560BD.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-4A626993-A829-495C-9659-F64BA8B560BD.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-4A626993-A829-495C-9659-F64BA8B560BD.html

56 A Modern Look at the Industrial Control System Architecture

Use redundant power supplies for all your equipment and wire the power supplies
to two different power sources (preferably fed from two different distribution points
on the grid).

If you have the budget, double up on the IDMZ, meaning that you should build two
identical setups on either side of the facility and use stretched cluster technology
(VMware) between the two to create an active-standby or load balancing setup.
Now, when one side of the plant goes down, the other side can pick up the slack.

Virtualization technology in the ICS environment

In the previous section, we touched on the subject of virtualization technology. We will
now discuss the concept in detail and look at its applicability in the ICS environment.

Virtualization technology principles

In computer language, virtualization refers to the process of creating a virtual instance

of something similar (rather than physical). This instance includes virtual computing
hardware, storage, and networking resources. Virtualization is not something new; it had
its origins in the 1960s, when it was used to logically divide mainframe system resources
between different applications.

Some terms to understand surrounding virtualization technology are as follows:

Hardware virtualization

Virtualization refers to the process of creating virtual machines that act like real
computers, including operating systems, without dedicated physical hardware.
Applications and programs that are executed on virtual machines are logically
separated from the underlying host hardware resources. In other words, a host
computer can be running some flavor of Microsoft Windows OS while hosting
virtual machines that run a variety of the Linux operating systems. In this example,
the computer running the Linux OS is known as the guest machine or client
computer. Note that the client machine could also be running another Windows OS.

The software or firmware running on the host computer and that is responsible for
facilitating the virtual resources of a virtual machine is called a hypervisor. There
are two types of hypervisors:

- Type 1 hypervisor. These types of hypervisors run directly on the system
hardware. They are also referred to as "bare- metal" embedded hypervisors.
Examples of type 1 hypervisors include VMware ESXi and Microsoft Hyper-V.
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- Type 2 hypervisor. These types of hypervisors run inside a host operating system
that provides virtualization services, such as I/O device support and memory
management. Examples of type 2 hypervisors include VMware Workstation/Fusion/
Player and Oracle VM VirtualBox.

+ Snapshots

A snapshot refers to the state of a virtual machine, including the state of any virtual
storage devices, at an exact point in time. Snapshots allow us to restore the virtual
machine's state, as recorded at the time of the snapshot, so that it can be restored
later. By restoring a snapshot, you can effectively undo any changes that occurred
after the initial snapshot was taken. This capability is useful as a backup technique,
for example, prior to performing a risky operation.

o Migration

Virtual machine snapshots, as described previously, can be moved or copied to
another host machine with its own hypervisor and then resumed on this new

host. This process is known as migration and the purpose can be to either create

a new virtual machine or to move a virtual machine to another host (for resource
distribution). Some virtualization vendors offer functionality that keeps snapshots
on different hosts in sync. Now, migrating between hosts becomes a fast operation,
effectively providing a method of uninterrupted service for the virtual machines to
function, such as if one of the hosts fails.

o Failover

Extending the migration mechanism described previously, failover allows the VM
to continue operations if the host it is running on fails. Generally, failover occurs if
the migration has stopped working for some reason (the host is unresponsive). With
failover, the VM continues operating from the last-known synchronized state on the
backup host.

Next, let's discuss some security considerations for implementing virtual environments.
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Security considerations for virtual environments

With great power comes great responsibility. This particularly holds true for virtualization
technology. In the wrong hands, the management portal of your virtual environment
could be devastating. The possibilities of mayhem occurring are endless if this path
becomes compromised. Here are a few considerations to keep in mind when you're setting
up an industrial virtualization environment:

o Keep the management interface completely on the industrial side of the IDMZ.

o Under no circumstances should the ICS virtual platform's management be directly
exposed on the Enterprise side. Create a dedicated system on a dedicated subnet of
the industrial network (see the upcoming section ICS environment and architecture
management) and only allow a select set of users to access this system (see Chapter
3, The Industrial Demilitarized Zone, for more details).

« Keep your virtual infrastructure up to date but do so without exposing the
environment to the internet. This means that you should keep your virtual
infrastructure on an isolated network and only apply offline updates and patches.

 Regularly patch and update your virtualization technology with offline patches. The
obvious risk of attaching the virtual infrastructure servers directly to the internet is
not worth the convenience.

+ Create roles and assign permissions according to need-to-know and least privilege
standards, while following the best practice recommendations of the virtualization
vendor that you use.

« Implement security, performance, and health monitoring so that we can keep an eye
on things.

o This will be the motto of this book, starting with Chapter 4, Designing the ICS
Architecture with Security in Mind: make sure someone keeps an eye on the logs and
follows up on issues.

Sharing physical resources

The virtualization stack was initially included with IDMZ builds for the purpose of
virtualizing the broker services. However, many customers choose to use the setup to
virtualize their industrial computing requirements as well, such as to virtualize the servers
in Level 3 Site Operations. Doing this involves physically wiring the virtualization stack
directly to the industrial core switch and logically separating things with VLANs and
dedicated virtual switches.
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Seeing as sharing virtual resources for the IDMZ and industrial systems from the same
hardware places the security boundary on the hypervisor of the chosen virtualization
platform, depending on how reliable that hypervisor is, this is either a reasonable risk
versus reward consideration or not. As an example, vulnerabilities in the VMware
hypervisor that allow us to bypass the vSwitch boundaries are very rare:

— T

.
CVE Details N

The ultimate security vulnerability datasource

LogIn Register

Home

Vulnerability Feeds & WidgetsNew [ERNITAICECReelul

- Vul hility Staticti
Browse : Vmware » Esxi : ility
Vendors
Products Vulnerabilities (52) CVSS Scores Report ~ Browse all versions  Possible matches for this product ~ Related Metasploit Modules
Vulnerabilities By Date | Related OVAL Definitions : Vulnerabilities (31) ~ Patches (0)  Inventory Definitions (0) ~ Compliance Definitions (0)
By Type Feeds & Widgets
Reports :

Vulnerability Trends Over Time

CVSS Score Report
CVSS Score Distribution

" Http . " ,

Search : Year #of  pes Code | o erfiow | Memory | Sal xss DOV ponge | BvPmE | Gain o Gain CSRF rile #of
Vendor Search Vulnerabilities Execution Corruption | Injection Traversal | i something Information Privileges Inclusion | exploits
Product Search i PEy 9 6 5 1 a
Version Search 2013 9 s 3 1 2 1 2
Vulnerability Search ==
By_Microsoft References || 2 4 3 1

Top 50 : 2015 2 2 1
vendors 2016 4 1 1] 1 1 2]

Vendor Cvss Scores 2017 9 1] 6 E 1 1
Products P s
Product Cuss Scores
2019 7 1 2 2]
Versions
Other : Total 52 2 17 13 4 2 1 1 1 10
% Of All 42.3 32.7 25.0 7.7 0.0 3.8 1.9 1.9 0.0 1.9 19.2 0.0 0.0

Microsoft Bulletins
Bugtrag_Entries
CWE Definitions
About & Contact

Warning : Vulnerabilities with publish dates before 1999 are not included in this table and chart. (Because there are not many of them and they make the page look bad; and they may
not be actually published in those years.)

Eeedback Vulnerabilities By Year Vulnerabilities By Type
CVE Help » Wi |, B Denial of Service 22
FAQ H20139 M Execute Code 17
Articles Hz0144 - M overfiow 13
External Links : ° kil 20152 M Memory Corruption 4
NVD Website 7 W2016 4 13 M Gain Privilege 10
CWE Web Site . :z«n 9 0 : Directory Traversal 1
e 20185 xss2
View CVE : b d 20107 I Hitp Response Spitting 1
[ leo] 2 ] Gain Information 1
(e.9. CVE-2009-1234 or . T2
ol

2010-1234 or 201D1234)
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Now the question becomes, is this worth spinning off an additional virtualization

stack for, with the additional cost and resources necessary to support and maintain the
additional hardware and software?

ICS environment and architecture management

The final discussion point for this chapter is on how to manage the ICS environment.
Every device that's used in the architecture will have some way to access it for
management, configuration, monitoring, updating, and other administrative and
maintenance purposes.
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The recommended method of accessing all these management interfaces is through a
dedicated system on a dedicated subnet of the industrial network. Let's take a look at what
you need to do here:

o Create a dedicated subnet (VLAN) behind the area OT-Firewall, which is used to
control access into this subnet.
o Attach a dedicated (virtual) management server to the subnet.

« Only allow a select set of people to access this management server and only from
another resource (jump server) on the industrial network.

o Use least privilege and need-to-know best practices to strip and filter permission for
admins and support users.

« Do not configure the default gateway setting on management portals as an
additional layer of protecting communication from outside the management subnet.

« Log and monitor everything that happens on the management network and have
someone periodically look at the logs.

Summary

In this chapter, we reviewed the ICS architecture and took a deep dive into certain areas
and topics. This helped us point out either changes from the first edition or to help
facilitate discussions that will be provided later in this book.

By now, you should have a solid understanding of what a typical ICS architecture should
look like and include. We will expand upon certain areas in later chapters, mainly to point
out how this architecture is used in security monitoring practices.

First, though, in the next chapter, we are going to revisit the Industrial Demilitarized Zone
IDMZ for short.
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The Industrial
Demilitarized Zone

In the previous chapter, we discussed a high-level overview of the Industrial Control
System (ICS) network architecture. Within that high-level discussion, we touched on

the concept of the Industrial Demilitarized Zone (IDMZ). In this chapter, we will be
taking a deep dive into the IDMZ. We will be going over the general design, concepts, and
technologies used to create the IDMZ and will explore areas that have changed since the
IDMZ was first discussed in the first edition of this book.

In this chapter, we'll cover the following topics:

o The IDMZ
« What makes up an IDMZ design

The IDMZ

Also referred to as a perimeter network, the IDMZ is a buffer zone in the ICS network
architecture that enforces data-sharing security and allows a fine-grained control over
interactions between a trusted network (the Industrial Zone) and an untrusted network
(the Enterprise Zone). The IDMZ adds an additional layer in the defense-in-depth (DiD)
model, used to securely share ICS-related data and network services between two (or more)
security zones.
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The following diagram presents an overview of the IDMZ within the Purdue model:
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Figure 3.1 - The IDMZ within the Purdue model

Using a DMZ to separate security zones has been a commonplace practice in traditional
IT networks for years. Implementing a DMZ between an Enterprise (business) network
and an Industrial (production) network is also a recommended best practice by several
industrial security standards, including the National Institute of Standards and
Technology (NIST), IEC-62443, and the Center for Internet Security (CIS) Controls.

Let's go over the fundamental concept of the IDMZ next.
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Fundamental concept

Fundamentally, the IDMZ's main function is to create a physical separation between
enterprise systems, services, and users and the industrial production and automation
systems, applications, and devices. Ideally, a complete separation between the two would
be realized, but this is hardly manageable in today's ICS environments where business
systems heavily rely on up-to-date and real-time data from the production systems and
vice versa.

A properly designed IDMZ will minimize the attack surface of the industrial environment
by restricting or preventing direct interaction with the ICS equipment by placing that
interaction on the enterprise network instead, while allowing secure interaction and sharing
of data between the Enterprise and Industrial Zones through means of well-defined, tightly
controlled and monitored, and properly secured broker services (located in the IDMZ).
Examples of broker services to facilitate cross-zone interactions include the following:

« Use of an application mirror, such as Structured Query Language (SQL) replication
for data historians, or a Network Time Protocol (NTP) for time synchronization

« Use of Microsoft's Remote Desktop Protocol Gateway (RDP-GW) services for
remote interactive sessions

+ Use of a forward or reverse proxy server for web traffic and Uniform Resource
Locator (URL) filtering

+ Use of store-and-forward servers such as Windows Server Update Service (WSUS)
and antivirus staging and reporting servers

« Use of replication servers to copy data and/or files, such as a secure file transfer
solution (for example, SolarWinds Serv-U)

IDMZ design process

The design of an IDMZ should follow the following six main design principles and
considerations, taken from the Rockwell Automation/Cisco Converged Plantwide
Ethernet (CPwE) Design and Implementation Guide (https://literature.
rockwellautomation.com/idc/groups/literature/documents/td/
enet-td001 -en-p.pdf):

o All communication requests (network connections) from either side of the IDMZ shall
terminate in the IDMZ. In other words, no network traffic directly traverses the IDMZ.

o ICS automation and controls protocol network traffic (Modbus, Profinet, Ethernet/IP,
...) does not enter or traverse the IDMZ. This type of network traffic remains within
the Industrial Zone.


https://literature.rockwellautomation.com/idc/groups/literature/documents/td/enet-td001_-en-p.pdf
https://literature.rockwellautomation.com/idc/groups/literature/documents/td/enet-td001_-en-p.pdf
https://literature.rockwellautomation.com/idc/groups/literature/documents/td/enet-td001_-en-p.pdf
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o Primary services are not permanently stored in the IDMZ. In other words, no services
or services that the ICS relies on shall be hosted in the IDMZ.

o All data is transient. Meaning, the IDMZ does not permanently store data.

o Broker services within the IDMZ shall be placed on dedicated, segmented subnets
(VLANS) of the IDMZ broker services network area.

o A properly designed IDMZ design will encompass the capability of allowing to be
unplugged if compromised, while still allowing production to continue, be it in a
reduced capacity.

With these considerations in mind, the IDMZ design process should start with decisions
on the placement of ICS-related systems across Enterprise and Industrial Zones. The rule
of thumb here is that if a system/device/function/application is not absolutely necessary
to run the production process in some shape or form, that system/device/function/
application should reside on the enterprise side of the ICS environment.

Important note

An engineering/maintenance laptop or workstation should be an enterprise
(business) asset! That way, this device will be easier to keep up to date, and
there are several checks, boundaries, and controls between the laptop or
workstation and the industrial environment that prevent a compromise.
Eliminating all non-essential systems and devices from the industrial network
and placing them on the enterprise network cuts down the attack surface
significantly. The necessary interaction between users and the industrial
systems (we are not talking about an operator Human-Machine Interface
(HMI)) can then be strictly controlled and monitored. Having a system
compromised on the enterprise network in this way allows for a barrier
between the infected system and the industrial network (the IDMZ being the
barrier). Allowing non-essential systems (and users) to directly connect to the
industrial network is asking for trouble. All it takes is for some user to insert
an infected Universal Serial Bus (USB) key or get their laptop infected to take
down an entire industrial network.

We will discuss how to facilitate maintenance, troubleshooting, and development
activities between the Enterprise and Industrial Zones in a later section.
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After the placement of ICS assets across the enterprise and industrial networks is defined,
the next step in the design process is to define the broker services to use to facilitate

data sharing and interaction between the two zones. This process is dependent on the
requirements for the ICS and the decisions made on placement of ICS assets, but

comes down to defining the requirements for interaction between the two zones

("we need remote access for ..."; "we want to see device statistics for ..."; "we want to be
able to update our Windows servers and workstations” ; and so on). For each requirement,
there is typically a broker service we can implement. Some solutions might not be directly
apparent, but there will be one. In my 10 years of defining IDMZ broker services, I have
yet to get into a situation that cannot be solved with some form of broker service.

As an example, consider the following design pitfall.

Design pitfall - use of cellular connections for cloud-enabled
automation equipment

The pitfall centers on a hot topic these days—industrial smart devices with phone-home
functionality (some people call this Industrial Internet of Things, or IIoT) or cloud-
enabled equipment that needs to synchronize with an application hosted out on the
internet.

Many vendors of such devices will try to make you install a Global System for Mobile
Communications (GSM)- or 3G/4G-enabled hub/router so that they can solve the
problem of connectivity with a cellular connection. This is a terrible idea. Not only are you
now relying on that vendor to do their due diligence in securing the backdoor connection
into your ICS environment, but this connection is also completely invisible from your
perspective, meaning the Internet Protocol (IP) address used is not within your
organization's subnet range, so will not be part of any (Information Technology (IT))
vulnerability and risk assessment process or similar sanity checks.
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If you would like to see the risk these cellular connections add to your ICS
environment, consider the following Shodan search (https://www.shodan.io/
search?query=rockwell):
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7.877
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SNMP 142 Added on 2020-07-12 19:21:55 GMT Serial number: @x6@blbce3
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Figure 3.2 - Shodan results showing ICS cellular connections

Notice how four or the five Top Organizations are cellular providers (these also appear
in the results shown). This is a result of connecting Programmable Logic Controllers (PLCs)
to the internet via a cellular modem router and not properly configuring things. To drive the
point home even more, here are the details of one of the results shown:


https://www.shodan.io/se﻿arch?query=rockwell
https://www.shodan.io/se﻿arch?query=rockwell
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Figure 3.3 — Shodan detailed results

That exposed service on port 44818 is the programming interface for the Allen-Bradley
controller, ready to point RSLogix 5000 at and start messing things up.

As I said, allowing cell modem connections into your ICS environment is a terrible idea.
Admittedly, there are a few companies out there that do a decent job of securing that
backdoor connection, but in general they don't.
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So, how should you do this properly? Well, I've been in many discussions with suppliers/
vendors of these phone-home solutions where their initial response has been:

"We absolutely need to do it this way because our solution uses a proprietary (cloud)
application.” At first, this may seem like a done deal—we need to use the cell connection—
but once you step back for a minute (and this is generally a good idea whenever you see

a difficult challenge for a broker service) and look at the bigger picture, ask yourself this:
"Which network protocol does this proprietary application use?”. 9 times out of 10, the
answer will be HyperText Transfer Protocol (Secure) (HTTP(S)). The remainder will

be Secure Shell (SSH). Both of those protocols are relatively easy to broker with a proxy
server.

We will see a typical use case around a proxy server (with setup), explained in a later
section.

As with everything, the devil is in the details. The ultimate security of an IDMZ resides
on the proper configuration of the components, services, and applications of the broker
services, something we will discuss in the next section.

As a final note, and the topic of the second part of this book, I would like to point out
that proper security monitoring of the IDMZ is crucial. How would we know something
is amiss unless we look for it? Throughout Section 2 - Security Monitoring, we will
explore how to set up security monitoring and perform activities around verification and
inspection of the security stance/posture of the IDMZ and the ICS as a whole.

Design changes due to an expanding ICS environment

Over the past several years, the following design changes have taken place to help the
traditional IDMZ fit in with the generally expanding coverage of the ICS environment:

« Additional security zones have emerged, meaning that an IDMZ can now
have additional sections to cover functionality such as ICS-only wireless
implementations, smart device phone-home functionality, and so on.

o The IDMZ has a presence on the Enterprise Zone network with servers or
computers that host dedicated functions to aid the broker services in the IDMZ
core. Some of the functionality that has manifested on the enterprise network
includes Remote Desktop Protocol (RDP) jump servers; dedicated file servers that
allow segmented access to ICS-specific files and data; web-based services to allow
accessing enterprise data to and from the Industrial Zone.

This wraps up the discussion around fundamental design goals for the IDMZ. Next, we
will investigate the parts that make up an IDMZ.
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What makes up an IDMZ design?

In this section, we will explore the parts that can be found in a typical IDMZ. We will look
at the individual sections from a hardware, connectivity, and design-and-configuration
perspective. We will hold our discussions around the following fundamental

IDMZ design:

ENTERPRISE ZONE

Enterprise data, servers, services,
systems, and applications

IDMZ Broker Services

i to1

IDMZ Firewall IDMZ Switches IDMZ Brokerervices
Virtual Servers

INDUSTRIAL ZONE - Level 3 Site Operations

Industrial data, servers, services,
systems, and applications

Figure 3.4 - Fundamental IDMZ architecture design

Let's take a closer look at the individual parts that make up an IDMZ, as depicted in
Figure 3.4, in the following sections.

The Enterprise Zone

The presence of IDMZ assets in the Enterprise Zone is often very minimal, if there are any
at all. Typically, endpoint clients such as web browsers, RDP clients, and the like are used
to interact with the industrial environment.
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Certain industrial applications or IDMZ broker services demand an enterprise presence of
the system ICS environment. For example, data replication solutions such as SQL-to-SQL
replication (or Pi-to-Pi for Pi Historian systems) need a server on the enterprise network
to synchronize industrial data to. Another example is where an IDMZ broker service
requires resources on the enterprise side, such as a remote/vendor access solution. Best
practice with a vendor/remote access solution is to not directly connect the remote user

to the company network but to use some sort of a virtual jump box (think Citrix's remote
access solution type). This virtual jump box would then be allowed to (only) communicate
with the IDMZ RDP-GW server to broker a connection to a resource in the Industrial
Zone. The final example of ICS presence on the enterprise network I want to point out is
the Manufacturing Execution System (MES). A typical MES will have (dedicated) clients
on the enterprise that communicate directly or indirectly with parts of the system on the
industrial side.

Hardware

The hardware used for ICS presence on the enterprise network can vary substantially.
It can be a dedicated PC or server, or the resource can be integrated into an (existing)
virtualization platform such as Hyper-V or VMware vSphere.

Design and configuration considerations

Configuration of the enterprise presence of the ICS is highly dependent on the
environment, requirements, function, and situation of the ICS. A detailed discussion is
not feasible here, but we will go over a few configuration considerations that will improve
the overall security of the ICS environment, as follows:

 Use dedicated resources for enterprise systems that are part of an ICS system or
IDMZ broker service.

o Segment off the network for enterprise systems that are part of an ICS system or
IDMZ broker service.

IDMZ firewalls

IDMZ firewalls are the gut of the physical separation of the security zones that are tied
to the IDMZ. The interfaces of the firewall allow connection of the hardware of the
enterprise and industrial networks, as well as any additional zones. Firewall rules dictate
how traffic is allowed to flow.
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Hardware
There are a variety of manufacturers that supply firewalls. The following three are the ones
I see used most as an IDMZ firewall:

+ Cisco: Cisco's Firepower 2100 series firewalls

«+ Palo Alto: Palo Alto's PA-800 series firewalls

o Fortinet: Fortinet's FortiGate series firewalls

Design and configuration considerations

The following are some general design and configuration considerations for the
IDMZ firewalls:

+ Use a pair of firewalls in active-standby mode to allow for safe failover during a
device or connectivity failure.

+ Use redundant interface pairs to connect to network segments to allow interface
and network media redundancy.

 Purchase the deep packet inspection (DPI) service for your firewall to enable
detection of exploits and attacks at the application layer.

« Create security zones for every zone connected to the firewall, as well as for every
broker service that you define. This allows for granular control between all zones
and services.

o Make sure to include a BLOCK ANY or DENY ALL rule as a final or default rule to
make sure all traffic is blocked unless explicitly allowed.

» Make sure to disable any unused ports, protocols, and features to harden
the firewalls.

« Connect the management ports of the firewalls to a dedicated management
network segment.

IDMZ switches

One of the interfaces of the IDMZ firewalls is dedicated to the IDMZ broker services
network segment. The IDMZ broker services are realized via a set of virtualization servers
hosting virtual servers/services. To physically connect all of the interfaces and logically
connect all of the servers/services, a pair of switches is included in the IDMZ build.
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The use of switches allows connection of the IDMZ virtualization servers to the IDMZ
firewall with a redundant network interface connection, and allows for segmenting of the
virtual servers onto their own dedicated virtual local area network (VLAN).

Hardware

The hardware used for the IDMZ switches can be from any vendor that makes a managed
switch that supports VLANS, stacking, and redundant interface configuration (switch
port, EtherChannel, and so on). It is mainly chosen for its port count (the IDMZ switch
only uses a few ports), but most IDMZ setups benefit from using a switch with 10-gigabit
interfaces. I typically choose a pair of 3850-12XS-S switches from Cisco for this
purpose (https://www.cisco.com/c/en/us/support/switches/catalyst-
3850-12xs-s-switch/model.html); however, other switch models or brands with
similar specifications (but a lower price tag) will work just as well.

Design and configuration considerations

The following are some general design and configuration considerations for the
IDMZ switches:

« Use a stack of switches to allow for switch redundancy.

o Cross-wire the redundant interface pairs (split the redundant pair between the
stacked switches) from the IDMZ switch to the firewalls and virtualization server
Network Interface Cards (NICs) to allow for interface and network media
redundancy.

o Make sure to disable any unused ports, protocols, and features to harden the
switches.

« Do not enable routing on the switch (if it supports it) to prevent VLAN hopping.

« Implement the interface to the IDMZ firewalls as a router on a stick, using
sub-interfaces for the individual services' VLANS.

o Implement the switch management port as a dedicated Virtual Routing and
Forwarding (VRF) port and connect the management port to a dedicated
management network segment (https://www.cisco.com/c/en/us/td/
docs/routers/asrl000/configuration/guide/chassis/asrswcfg/
Management Ethernet.html#pgfId-1058906).


https://www.cisco.com/c/en/us/support/switches/catalyst-3850-12xs-s-switch/model.html
https://www.cisco.com/c/en/us/support/switches/catalyst-3850-12xs-s-switch/model.html
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IDMZ broker services

Now, we are getting to the meat and potatoes of the IDMZ: the broker services. IDMZ
broker services are implemented as virtual servers (virtual machines) running on a
virtualization host (IDMZ virtualization stack). The IDMZ virtualization stack is a set of
physical servers running a virtualization solution such as Microsoft Hyper-V or VMware
vCenter. The setup allows for the virtualization of the broker services (and additionally,
industrial —Level 3 Site Operations—resources) so that we don't have to have a physical
server for every service or share a server with multiple services.

Hardware

The number of servers to use and the build specifications for each individual server
depends on the size of the IDMZ/Level 3 site operations workload that will be running

on them. Typically, I reccommend using three virtualization servers as that allows use of a
Virtual Storage Area Network (vSAN) within VMware vCenter as a cost-effective storage
solution (no need for a dedicated SAN server). For each individual server, I recommend
filling half of the server's Central Processing Unit (CPU) sockets with CPUs and half

of its random-access memory (RAM) slots with memory modules, in a quantity that
generously allows for the running of the estimated amount of Virtual Machines (VMs)
(broker services). Only using half of the CPU sockets and RAM slots allows for the
upgrading of each individual server's resources if the need arises down the road.

Two recommended manufacturers of virtualization hardware are Cisco, with their Unified
Computing System (UCS) line of virtualization servers, and Dell, with their PowerEdge
R740 line of virtualization servers.

Design and configuration considerations

The following are some general design and configuration considerations for the IDMZ
broker servers:

« Ifyou are planning on using vSAN as a storage technology, the minimum amount
of virtualization servers in the virtualization stack is three. This is because vVSAN
requires a witness to prevent a split-brain situation.

» Connect the management ports of the servers and the virtualization solution to a
dedicated management network segment.
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« Use virtual network cards/segments for each virtual server that will host a broker
service. Align the virtual network card/segments with the VLANSs created on the
IDMZ switches. This creates the best (virtual) separation between services.

« Do not allow your virtualization servers or the virtualization solution to connect to
the internet for updates, but instead do all updates manually to prevent unintended
updates or unnecessary exposure to the internet. Treat the IDMZ virtualization
stack as part of the Industrial Zone.

The Industrial Zone - Level 3 Site Operations

The final area of the IDMZ is the part that stretches into the Industrial Zone. Just as

we saw on the enterprise side, certain IDMZ broker services need a component of the
service to be hosted on the industrial network. Examples are virtual desktop servers
with necessary controls and automation tools, applications, and utilities installed. This
setup allows an enterprise remote desktop client to interact with automation and control
resources. Another example would be the industrial presence of the secure file transfer
broker-service implementation. This often come down to having a dedicated file server
sitting on the industrial network that the broker service that lives in the IDMZ broker
services section communicates with and sends file to—or pulls files from—to be shared
with the enterprise file server or Secure File Transfer Protocol (SFTP) clients.

Note that IDMZ broker-service solution components that need to live in the Industrial
Zone should sit in Level 3 Site Operations. IDMZ broker services should never directly
communicate with industrial resources at Level 2 or below. In other words, if an IDMZ
broker system's ultimate reach is to allow an enterprise user or system to retrieve data
from, or interact with, industrial systems at or below level 2, these interactions need to
occur via a system in level 3 site operations.

As an example, consider the situation depicted in the following diagram:
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The diagram screenshot shows how a user who needs to, for example, reconfigure a PLC
would use their enterprise workstation or laptop to start a remote desktop session with an
endpoint in Level 3 site operations (targeting an industrial workstation or virtual desktop
server with the necessary software and licenses installed). From here, the necessary
interaction would be allowed with the industrial device. This setup prevents direct access
from the IDMZ broker services section to industrial devices, adding another layer of
protection. Additionally, this scenario makes for easier management.

Figure 3.5 - Enterprise to industrial remote access example
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All the tools, files, and licenses are installed on the computer on the Industrial Zone. If a
client machine on the business network fails, gets lost, or is infected, all we would really
need to get going again is a replacement computer that can run a remote desktop client
application to connect to the virtual automation and engineering server on the
industrial network.

As a second example, consider the reverse situation, where data needs to come from
industrial devices and needs to be shared with enterprise users and systems. The following
diagram depicts how this data should flow:
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Figure 3.6 - Industrial to enterprise data-sharing example
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The preceding diagram shows how data from the Industrial Zone (functional areas) is
pulled from or pushed to a SCADA server in Level 3 site operations. The SCADA server will
send (some of) this collected data to a local SQL server for local storage. With the data stored
in the industrial SQL server, the SQL-to-SQL replication service in the IDMZ can now pull
or receive this data and replicate it over to the enterprise SQL server. Once the data is in the
enterprise SQL server, it becomes available to clients and systems in the Enterprise Zone.
As a side note, this replication process can work in either direction, or even be bidirectional.

Hardware

As we discussed in the previous chapter, virtualization hardware used to virtualize the
IDMZ broker services can be used to virtualize some or all of the Level 3 site operations
computing requirements. A slightly more secure—but ultimately more expensive and
more cumbersome—method would be to host the level 3 site operations' computing
resources on a dedicated visualization stack. Either way, level 3 site operations are typically
a mix of virtual and physical servers, connected to an industrial core switch to allow
everything to communicate with each other.

Important note

I am not advocating sharing or not sharing the virtualization stack between the
IDMZ broker services and level 3 site operations computing resources. In my
opinion, there is negligible added risk to sharing, but if resource requirements
on either side are sufficiently demanding enough or the added cost is warranted
for the extra security of complete separation, that might warrant dedicating
visualization equipment to the two sections.

Design and configuration considerations
The following are some general design and configuration considerations for the Industrial Zone:
« Communications to and from IDMZ broker services should be restricted to systems
in Level 3 site operations.

« Data from levels 2 and below should only be sent to level 3 site operations systems
and directly to IDMZ broker services.

o Interaction with automation and controls equipment in levels 2 and below should
only occur from systems in level 3 site operations.

« Management ports, interfaces, and application programming interfaces (APIs)
should be connected to a dedicated management network.

+ Level 3 site operations systems (and any other relevant system in the Industrial Zone)
should be made part of a dedicated industrial Windows domain, allowing for central
management and monitoring.
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Example IDMZ broker-service solutions

In the following sections, we will look at four specific IDMZ broker-service solutions.
We will discuss their enterprise, IDMZ, and industrial components, as well as seeing how
things tie together, and we will briefly touch on proper installation and configuration.

Remote access to industrial control system applications and devices

The first—and probably most common—broker-service scenario we will discuss is remote
interactive access to the industrial network. Every IDMZ implementation I have done to
date has had a remote interactive access solution as part of the design.

A remote access solution is used to allow enterprise virtual private network (VPN) users
or vendors to access resources on the industrial network remotely and securely.

Design

The design of the IDMZ remote access broker-service solution is built around Microsoft's
RDP. The RDP is a Microsoft proprietary protocol that provides a user with the ability to
establish a remote interactive session to another computer over a network connection.
The user uses some form of RDP client software for this purpose, while the other end
that is being connected to must run RDP server software. An additional component,

the RDP-GW server, can be used to broker connections, which allows the connection to
securely traverse DMZs.

The following diagram shows the high-level architecture of an RDP-GW solution:
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External/VPN
Support/Vendor

ENTERPRISE ZONE

Enterprise RDP
Jump Server

RDP-GW Service

RDP-GW Server

INDUSTRIAL ZONE

] . - Industrial Windows
Virtual Desktop Industrial Windows Clients/Workstations

Server Servers

Figure 3.7 - Remote Desktop Protocol - IDMZ broker-service scenario

On the enterprise side, we see an enterprise user's computer or a VM-style remote access
solution computer (think Citrix Gateway, or Microsoft Remote Desktop services) as the
enterprise client that initiates the remote desktop session request. The connection request is
aimed at an industrial resource but will be brokered by the RDP-GW server in the IDMZ.
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The RDP-GW server will not function as an endpoint or a jump server, but rather
converts the network protocol and relays it to the endpoint that is being requested. This is
depicted in the following screenshot, where we specify the RDP-GW. IDMZ. local server
as the gateway for an RDP connection:

| Remote Desktop
“>¢) Connection

Connection settings

() Automatically detect RD Gateway server settings
(®) Use these RD Gateway server settings:
Server name: |HDF‘-GW.IDMZ.Incal|

Logon method: Allow me to select later -

Bypass RD Gateway server for local addresses

() Do not use an RD Gateway server

Logon settings
|ser name: Mone specified

You will be asked for credentials when you connect to this RD
Gateway server.

[] Use my RD Gateway credentials for the remote computer

Cacel

Figure 3.8 — RDP connection

Restrictions that can be applied at this point are firewall rules allowing or blocking specific
enterprise systems, and performing DPI on any traffic that is allowed.

The next step will be for the RDP-GW server to verify the credentials the enterprise client
is using against the Active Directory (AD) in the Industrial Zone (industrial domain).
Depending on the account and originating computer permissions, a connection to the
target system in the Industrial Zone is allowed. Restrictions that can be implemented by
the RDP-GW server are around user and computer accounts. We can set up restrictions
on targets for a specific user or computer as well as preventing, allowing, or restricting
certain functionality of the RDP connection. For example, restrictions can be placed on
using the clipboard over the RDP session, or session timeouts can be applied, depending
on the user that is requesting the connection or the computer that they are using.

Additional network traffic inspection is performed by the IDMZ firewall's bottom (south)
interface. Traffic can be restricted with firewall rules to only target certain IP addresses, and
traffic that is allowed will be subject to DPI to allow discovery of exploits, malware, and so on.
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The final check in the remote access scenario is performed by the targeted Industrial
resource. It uses the industrial AD implementation to verify the connecting user's
permissions. Additionally, an endpoint protection solution will put checks and boundaries
on files the remote user creates/touches, as well as interactions they perform with the
system.

Configuration

On the Enterprise Zone, we need to apply the following configuration to support this
broker-service solution:

 In case it is required, create an enterprise RDP jump server. Windows Server

2016/2019 standard or a Linux-flavor server will work if it supports an RDP-GW-
capable RDP client.

Configure the RDP client to use the IDMZ RDP Gateway when connecting to
industrial targets.

Generate a Secure Sockets Layer (SSL) certificate for the RDP-GW server to
authenticate itself with, and install the public part of the certificate on any client
computer that will be using the RDP-GW solution.

IDMZ firewalls use the following configuration to support this broker-service solution:

Add a firewall rule that allows a set of enterprise IP addresses to access the IDMZ
RDP-GW server over port 443 (SSL).

Add a firewall rule that allows the IDMZ RDP-GW server to access a set of
industrial IP addresses over port 3389 (RDP).

Add firewall rules that allow the IDMZ RDP-GW server to communicate with the
industrial domain controller (allow domain services).

IDMZ switches use the following configuration to support this broker-service solution:

Create a dedicated VLAN for the RDP-GW server and a corresponding
sub-interface on the link with the IDMZ firewall.

The IDMZ broker service/server uses the following configuration to support this broker-
service solution:

Create a dedicated virtual switch (vSwitch) that corresponds to the VLAN created
on the IDMZ switch.
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On the Industrial Zone, we need to implement the following configuration to support this
broker-service solution:

o Allow RDP access to the servers and computers that will be targeted in the
Industrial Zone.

The following design and security considerations should be taken into account while
designing and configuring this broker-service solution:

« Enterprise users should use Multi-Factor Authentication (MFA) to log in to
enterprise systems or use the remote access solution that attaches them to the
enterprise network (via VPN or Citrix).

o An additional MFA control can be added to the RDP-GW credential check.

« Remote access/desktop users should have a separate set of credentials for their
enterprise system and their access to the industrial resource that is targeted.

« For high availability and redundancy, a secondary RDP-GW server can be installed,
allowing failover in case something goes wrong.

o Firewall rules should be as restrictive as possible. Start with allowing the bare
minimum.

o SSL certificates can be distributed via the enterprise AD to allow all, or a group of,
enterprise computers to receive the certificate.

Controlled internet access from the Industrial network

The second IDMZ broker-service solution we will examine describes a method to allow
access to the internet from the Industrial Zone. Even though the more secure option is
to disallow any type of internet access from industrial assets, the reality is that there will
likely be systems that need to grab license keys and vendor-/product-specific updates or
need to have internet access for some other reason, such as being able to retrieve product
manuals, help pages, or help files of some sort. Additionally, more and more automation
and control vendors are offering smart devices that need to phone home while bolted
onto a machine or a system. The solution explained in this section provides a secure
method to allow these devices to phone home, preventing the supplier from installing a
cellular modem in your electrical cabinet.

To be able to restrict which systems can access the internet and for those whitelisted
systems to be able to control which URLSs they are allowed to retrieve, a forward proxy can
be installed as a broker service in the IDMZ.
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Design

The IDMZ broker-service scenario that allows device and URL filtering for network traffic
originating in the Industrial Zone and aimed at the internet is built around a Squid proxy
server (http://www.squid-cache.org/) installed as a service on a VM, running the
CentOS Linux operating system (https://www.centos.org/) deployed in the IDMZ.

The broker-service scenario is depicted in the following diagram:

ENTERPRISE ZONE

Enterprise
Web server/service

CentOS VM
with Squid Proxy

\ INDUSTRIAL ZONE

Industrial Servers/
Clients/Workstations

Figure 3.9 - Controlled internet access IDMZ broker-service scenario
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With this setup, industrial servers/clients/workstations or other devices that require access
to the internet will have their proxy configuration defined to point at the IDMZ Squid
broker service. The Squid service uses access control lists (ACLs) to whitelist or blacklist
systems to access the internet and uses a similar approach to allow or block accessing URLs
or IP addresses on the internet. Apart from allowing ACLs to be created around industrial
systems and URLs to whitelist/blacklist internet access, the forward web proxy broker
service will hide the client from the web server, adding an additional layer of protection.

A detailed description of the setup of Squid is beyond the scope of this book, but a simple
web search will result in a slew of tutorials and "how-tos" on the subject.

Configuration

On the Enterprise Zone, we need to implement the following configuration to support this
broker-service solution:

« Configuration of Enterprise Zone systems depends on the situation. Typically,
because Squid communicates over HTTP(S) on the enterprise side, systems do not
need to be (re)configured. However, ACLs in firewalls, enterprise DMZs, or other
systems might be necessary to allow Squid to communicate to or through
those systems.

IDMZ firewalls use the following configuration to support this broker-service solution:

o Add a firewall rule that allows a set of industrial IP addresses to access the IDMZ
Squid server over port 3128 (Squid proxy service port).

o Add a firewall rule that allows the IDMZ Squid server to access a set of enterprise
IP addresses over any service/port required by the industrial systems needing
enterprise/internet web access. These can be IP addresses/ranges/subnets for
enterprise web servers/services or web servers on the internet.

IDMZ switches use the following configuration to support this broker-service solution:

o Create a dedicated VLAN for the Squid server and a corresponding sub-interface on
the link with the IDMZ firewall.

The IDMZ broker service/server uses the following configuration to support this broker-
service solution:

o Create a dedicated vSwitch that corresponds to the VLAN created on the
IDMZ switch.

« Install and configure the Squid service on the CentOS VM in the IDMZ.
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e On the CentOS machine, add ACLs to /etc/squid/squid. conf to allow
industrial systems/subnets to access the internet. See the following code snippet for
an example of this:

acl localhost src 127.0.0.1/32
acl IndustrialClient src 192.168.0.107

http access allow IndustrialClient

http access allow localhost

o On the CentOS machine, create a /etc/squid/allowed domains URL/
domain whitelist and add the URLs or domains you want to allow access to. See the
following code snippet for an example of this:

.microsoft.com

https://rockwellautomation.custhelp.com/

e On the CentOS machine, add ACLs to /etc/squid/squid. conf to allow
access to the whitelisted URLs/domains. See the following code snippet for an
example of this:

acl allowed domains dstdomain "/etc/squid/allowed

domains"

http access allow IndustrialClient allowed domains

On the Industrial Zone, we need to implement the following configurations to support
this broker-service solution:

« Any system or device that requires access to internet/enterprise URLs needs to be
configured with proxy settings that point it to the Squid IDMZ service along the
lines of the following:

<squid-server-ip>:3128

The following design and security consideration should be to be taken into account while
designing and configuring this broker-service solution:

« Stick to a whitelisting approach for both industrial systems and devices you want to
grant internet access as well as the URLs/domains you want to allow access to.
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Access to industrial data and web-based services

Closely related to the URL-filtering forward-proxy IDMZ broker-service solution we
discussed in the previous section is the use of a reverse web proxy to allow secure access
from the Enterprise Zone to systems and devices on the industrial network over HTTP(S).

This type of access may be necessary to allow enterprise users or systems to access
industrial data system portals (Historian report portal), access to diagnostic pages (switch
or server built-in web pages with events/diagnostics), or any other form of web-based
service we might be interested in.

Design

The IDMZ broker-service scenario that allows enterprise access to industrial web-based
services is built around an nginx web server (https://www.nginx.com/), configured
to run as a reverse web proxy server. The nginx server is installed as a service on a VM
running the CentOS Linux operating system (https://www.centos.org/), deployed
in the IDMZ.

The IDMZ broker-service scenario is depicted in the following screenshot:

ENTERPRISE ZONE

Enterprise Servers/
Clients/Workstations

Reverse Web Proxy Service

Cent0S VM with
Nginx Server configured
as Reverse Web Proxy

INDUSTRIAL ZONE

server/service

Figure 3.10 - Industrial web services access IDMZ broker-service scenario
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With this setup, enterprise clients, servers, or other systems can access industrial
web-based resources via the nginx web server, configured as a reverse web proxy broker
service. The reverse web proxy broker service will hide the server from the client to secure
the industrial web-based resource.

Configuration

On the Enterprise Zone, we need to implement the following configuration to support this
broker-service solution:

No special configuration is required on the Enterprise Zone. The reverse web proxy will
manifest itself as a URL/web page that allows enterprise users to access industrial services
via a URL. For example, http://comp-xyz-rev-prx/ind-core would allow access
to the web interface of the industrial core switch via the enterprise-exposed comp-xyz-
prx web server.

IDMZ firewalls use the following configuration to support this broker-service solution:

o Add a firewall rule that allows (a set of) enterprise IP addresses to access the IDMZ
reverse web proxy server over port 443 (SSL) and/or port 80 (HTTP).

« Add a firewall rule that allows the IDMZ reverse web proxy server to access a set of
industrial IP addresses over port 443 (SSL) and/or port 80 (HTTP).

IDMZ switches use the following configuration to support this broker-service solution:

+ Create a dedicated VLAN for the nginx server and a corresponding sub-interface on
the link with the IDMZ firewall.

The IDMZ broker service/server uses the following configuration to support this broker-
service solution:

+ Create a dedicated vSwitch that corresponds to the VLAN created on the
IDMZ switch.

« Install and configure the nginx service on the CentOS VM in the IDMZ. For
example, consider the following configuration snippet, taken from /etc/
nginx/nginx.conf on the CentOS VM in the IDMZ. The snippet shows the
configuration around setting up a proxy forwarder to the industrial core switch web
portal (http://192.168.10.1):

server {
listen 80 default server;
listen [::]:80 default server;
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Server name CoOmp-Xyz-rev-prx;

proxy redirect off;
proxy set header X-Real-IP $remote addr;
proxy set header X-Forwarded-For $proxy add x

forwarded for;
proxy set header Host $http host;

location /ind-core-switch {
proxy pass http://192.168.10.1/;

On the Industrial Zone, we need to implement the following configuration to support this
broker-service solution:

» No IDMZ broker service-specific configuration on target systems on the industrial
network is required. (Host-based firewalls might have to be configured to allow access
from the reverse web proxy server or ACLs on devices updated to allow access.)

Updating Microsoft Windows systems in the Industrial Zone

The final IDMZ broker-service solution we are going to discuss is a way to get Microsoft
Windows updates into the industrial environment. Patches and updates are a crucial
aspect of a security program, so being able to patch systems in the Industrial Zone should
be high on your wish list.

Design

The Microsoft Windows updates broker-service solution presented in this section is based
around Microsoft's WSUS, installed as a role on a Microsoft Windows Server 2019 VM in
the IDMZ. This is depicted in the following diagram:
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Microsoft Windows
Update Site

Figure 3.11 - Microsoft Windows Updates IDMZ broker-service scenario

With this setup, industrial Microsoft Windows-based clients, servers, and workstations
can check the WSUS server in the IDMZ for new patches and updates. The IDMZ WSUS
can be configured to either check directly with the Microsoft update servers for new
content or be aimed at an enterprise WSUS server. Additionally, downstream servers

can be added inside production enclaves, to allow updates of Microsoft Windows-based
systems that do not sit in Level 3 Site Operations.
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Configuration

On the Enterprise Zone, we need to implement the following configuration to support this
broker-service solution:

« Ifan enterprise WSUS server is used for the IDMZ WSUS server to pull updates
from, that server needs to be configured to pull and store any relevant updates for
any Microsoft product that might be present on the industrial network.

IDMZ firewalls use the following configuration to support this broker-service solution:

o Add a firewall rule that allows industrial IP addresses to access the IDMZ WSUS
server over port 8530 (HTTP) or port 8531 (HTTPS) to check for updates.

o Add a firewall rule that allows the IDMZ WSUS server to access the enterprise
WSUS server IP address over port 8530 (HTTP) or port 8531 (HTTPS) or
access the Microsoft update servers on the internet over port 80 (HTTP) or
port 443 (HTTPS).

IDMZ switches use the following configuration to support this broker-service solution:

o Create a dedicated VLAN for the WSUS server and a corresponding sub-interface
on the link with the IDMZ firewall.

The IDMZ broker service/server uses the following configuration to support this broker-
service solution:

o Create a dedicated vSwitch that corresponds to the VLAN created on the
IDMZ switch

o Build a Microsoft Windows Server 2016/2019 VM and install the WSUS role.

 Configure the IDMZ WSUS service to synchronize with the Microsoft update servers
or the enterprise upstream WSUS server, and enable pulling patches and updates of
any relevant Microsoft products that might reside in the industrial environment.
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On the Industrial Zone, we need to implement the following configurations to support
this broker-service solution:

+ Configure industrial systems to start pulling updates from the IDMZ WSUS server.
This can be done via gpedit .msc on each computer manually or via setting the
corresponding group policy objects, as illustrated in the following screenshot:
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Figure 3.12 - Intranet Microsoft update service location group policy object

The following design and security consideration should be taken into account while
designing and configuring this broker-service solution:

« Specifying the WSUS location is just one of the available settings. Make sure
the update frequency, scope, and restart options are chosen to best reflect your

environment as well.
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Ssummary

In this chapter, we took a deep dive into the IDMZ. We looked at how a typical IDMZ is
set up and configured; we discussed fundamental concepts such as broker services; and
we saw how over time the IDMZ has expanded to cover all zones of the ICS environment.
Finally, we looked at some typical broker-service scenarios and how they would manifest
as IDMZ implementations.

This chapter concludes the first edition review and update part of the book. In the next
chapter, we will start discussing the main topic of this second edition: security monitoring.
We start this journey into security monitoring with a discussion around security-minded
ICS architecture design.
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Designing the ICS
Architecture with
Security in Mind

In the previous chapter, we looked at the Industrial Demilitarized Zone (IDMZ) and
how the proper use of it improves overall cybersecurity for the Industrial Control System
(ICS) environment. In this chapter, we are going to take a step back and look at overall
architectural design decisions and how they improve the overall cybersecurity posture.

In this chapter, we will discuss key concepts, techniques, tools, and methodologies
around designing for security as it pertains to ICS architecture design. We will discuss
the fundamental cybersecurity principle around ICS cybersecurity and discuss how
to architect an ICS environment so that it allows for easy implementation of security
techniques, tools, and concepts.

In this chapter, we'll cover the following topics:
« Typical industrial network architecture designs
+ Designing for security

o Security monitoring
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Typical industrial network architecture designs

Industrial network architectures as we see them implemented today didn't just fall out of
the sky. They evolved over time from standalone devices or small collections of connected
proprietary devices, using proprietary communication media and proprietary protocols
to communicate. Before we look how to design for security, let's first take a quick scroll
through the history of automation and controls and see how things came about.

Evolution from standalone islands of automation

When, back in the late 1960s, Programmable Logic Controllers or PLCs first started
replacing the racks of relays, timers, and actuators that used to run the controls and
automation process, they weren't much more than that: a replacement for those racks
of relays, timers, and actuators (controls). They were a very compact and sophisticated
replacement for those controls, though, allowing the owner to make changes without
having to rewire half the plant. The first PLCs also only took up a fraction of the
control-room space that was before dedicated to control devices and wiring.

The first PLC implementations were not much more than standalone islands of
automation and groups of related automation equipment, dedicated to a single system or
part of a system, not wired to anything but the essentials to do the automation task.

A setup such as that also needed specialized and often proprietary programming terminals
to be able to connect to the PLC and make changes or troubleshoot the process.

Have a look at the following screenshot:

Figure 4.1 - Modicon 184: image courtesy of RepairZone.com

The preceding screenshot shows what is considered to be the first PLC, the Modicon 184,
released in 1973.
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The popularity of PLCs grew quickly, and the vendors of these systems started adding
convenience in terms of adding remote input/output (I/O) to allow adding inputs and
outputs in locations other than the PLC backplane; universal programming stations, often
built around Microsoft operating systems; Human-Machine Interfaces (HMIs); and the
means to perform inter-PLC communications to share data and commands. To be able

to supply these new features and functionality, automation companies started developing
their own specialized and proprietary communication protocols and media, most of them
based on some form of serial communication but just about all of them different from one
another. Some of the early industrial protocols include the following:

o Modbus
« Inter-Control Center Communications Protocol (ICCP)
o Distributed Network Protocol (DNP)

o Common Industrial Protocol (CIP)

Because these proprietary communication protocols were initially designed for
short-distance, point-to-point shielded communications, not intended to leave the local
networked devices, they didn't incorporate security measures such as Authentication,
Authorization, and Accounting (AAA) or encryption. After all, why would we need to
add that kind of overhead on communications that were originally designed to allow just
two devices to communicate over a single wire between them? And this philosophy held
up for as long as that was the case; as long as communications were restricted to a small
set of devices with no connectivity from outside the island of automation, life was good.
However, inherent ICS security problems started evolving when these early protocols
started to be used for communications between multiple devices, dispersed over several
islands of automation or even outside of the industrial security boundary, into office
space. Although the media these proprietary protocols ran on changed in some cases to
accommodate the remote destinations and extended distances, the protocol itself and the
way commands and instructions were sent between endpoints remained the same

(to allow for backward compatibility and ease of transition).

Fast-forward to the early- to mid-1990s, with controls and automation systems evolving
into complex mazes of interconnected systems, devices, and related equipment, connected
via proprietary communication media, and talking proprietary and inherently insecure
industrial communication protocols. And life was good, at least from an ICS security
perspective. Even though communications between all these controls and automation
devices occurred over wide-open, plaintext protocols ripe for interception, manipulation,
and attacks, there were very few attackers that could—or wanted to—make it onto
industrial communication networks. The attacker had to be inside the ICS owner's facility,
with the right equipment and the right knowledge to be able to start attacking equipment
and systems.
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In the meantime, regular networking technology and Information Technology (IT) had
evolved to the point where the business side of the manufacturing company was now
completely converged onto Ethernet technology and using the Transmission Control
Protocol/Internet Protocol (TCP/IP) stack. Some sites had to even start tossing out
their chatty hubs and replace them with Ethernet switches. By the end of the 1990s, from
a business-network versus ICS-environment perspective, a typical manufacturing plant
would resemble the network architecture depicted in the following screenshot:
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Figure 4.2 - Typical IT/OT network architecture at the end of the 1990s
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The preceding architecture depicts a situation where Operational Technology (OT)
equipment and IT devices and systems formed independent, unrelated network segments,
with a distinct physical separation between the two networks. This was mainly because the
two areas of technology had very little overlapping technological areas.

Looking at this architecture from a cybersecurity perspective, it is very desirable. In order
to remotely compromise and attack this setup, the maintenance laptop has to be infected
with a Remote Access Trojan (RAT) or be in some other way remotely accessible while
connected to the ICS equipment. Sounds like the ideal setup, right? Well, as with all good
things, this too ended. The biggest drawback of the setup shown in Figure 4.2 is the variety
of technologies. With every vendor requiring their own type of communication media
and I/O modules, the number and variety of spare parts needed to keep an enterprise's
facility safely stocked grew exponentially with the amount of ICS equipment owned. Also,
the technical knowledge a person needed to have to support all this grew, along with the
variety of equipment vendors.

To compound things, not only did every vendor implement their own proprietary
technology, but additionally, within each vendor's offering, things changed as well.

The vendor could start offering improved, better, or updated technology; additional
functionality; or whatever other story to make you buy more equipment. This need to
somehow standardize the insane variety in proprietary communications options, in
combination with the ever-increasing demand for communications bandwidth (as well as
improving and standardizing ease of use and manageability) drove the demand for some
common denominator in the industrial communications field.

As the various ICS equipment vendors were not likely to agree on a single command-
and-communications protocol, the next-best thing was chosen: a common way to
transmit their proprietary command-and-communications protocols over a shared media
network. Probably gleamed from the IT side of the equation, Ethernet was chosen for
the job. The expandability of the chosen networking standard allowed ICS equipment
vendors to easily adapt their proprietary protocols to the Ethernet networking standard
by simply encapsulating the protocol in an Ethernet frame. Additionally, the industrial
protocol carrying Ethernet frames could now be routed over (public) networks by
incorporating the IP as well as add the reliability of session management by using the
TCP. With this change, things started to look up for the overwhelmed industrial support/
controls engineer, who now only needed to know how to deal with common networking
technologies such as Ethernet and IP.
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Because of the ease of deployment, ease of use, and highly supportable change in
technology, OT could now to some degree be supported by the large community of IT
professionals that had dealt with Ethernet and the TCP/IP stack for years. Everything
OT-related slowly started adapting the Ethernet and TCP/IP standards. And when I say
everything, I mean everything! PLCs, HMIs, I/O modules, programming workstations,
actuators, sensors, status display boards, valve blocks, signal lights... everything! Because
of this aggressive move to Ethernet and the TCP/IP standard, around the mid-2000s from
an ICS and business network perspective, a typical plant looked like this:
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Figure 4.3 - Typical IT/OT network architecture in the mid-to-late 2000s
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What a wonderful time this was! Every industrial system, device, and component was
interconnected while still disconnected from the dangers of the office/business network.
Because of this, anything on the ICS network could freely communicate with everything
else on the same Ethernet network, and all the equipment was accessible from the
maintenance office or wherever you could hop on the ICS network.

I must admit, the controls engineer still sees this period in industrial network evolution
as the golden age of ICS networking. Life was great and the risk was relatively low. I
remember commissioning a new production line from a rooftop in Los Angeles while
connected to the all-industrial wireless network we had just installed: what a freedom;
what a convenience! But then came the downfall: we had pushed things too far, without
really realizing the can of worms we had opened for ourselves. Engineers wanted to have
access to business email on their engineering workstations as well as access to ICS vendor
websites to pull down updates or read technical documentation; the plant manager
demanded up-to-date and on-the-fly production statistics and performance numbers on
their tablet while sitting on a beach in Tahiti; and plant controllers, quality folks, and Six
Sigma black-belt employees wanted to get uptime numbers, production counts, details,
and downtime causes, among other Overall Equipment Effectiveness (OEE) data from
the plant's production systems. The automation and controls vendors had added all this
data-generating functionality to their IP-enabled gear and it was ready for the taking, over
the same wires and technology the takers of all that data were using.



100 Designing the ICS Architecture with Security in Mind

So, what was the most natural thing to do? Well, just tie the two separate networks
together, right? Why not—they both use Ethernet networking standards and can
communicate via the TCP/IP protocols with one another, so what could be more
convenient? So, the following happened:
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Figure 4.4 - The "dual-homed network" business-to-industrial network cross-connection solution

Certain systems were dedicated to dual-homed computers, connected to both the
business network and the industrial network to bridge that gap. On one hand, they
could communicate with industrial equipment to gather data, be used to program or
troubleshoot automation and controls devices, and could function as gateways to access
shared files and data with industrial-only devices.
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On the other side, these dual-homed systems were able to provide business functions such
as email and internet access to employees on the production floor, or could allow business
users to generate reports, view statistics, or in some other way pull production data from
the production floor.

The dual-homed scenario still maintained some of the separation between business
and industrial networks, but often the tie between the two was implemented in a less
restrictive way, as is shown in the following screenshot:
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Figure 4.5 - The "flat network" business-to-industrial network cross-connection solution

This basically created a completely flat network, not separating business network traffic
from industrial traffic in any way.
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Most of us controls engineers have made the mistake of implementing one of the two
aforementioned "hacks" to address the business need to pull data from the production
network and supply business functions to the folks on the production floor. I know I

did. But after coming to our senses (or suffering through a cyberattack/compromise), we
started communicating with our IT department and came up with the following solution
architecture to get that cross-connectivity between business and industrial networks:
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This is a pretty solid solution and seems to cover all the functionality and security
requirements we are after, or at least on paper it looks like this. The reality is that over
time, the configuration of that firewall in the middle there will have as many holes poked
in it as a piece of Swiss cheese, meaning that over time, more and more protocols and
features will be allowed through the firewall. So, before long, that firewall configuration
will look like this:

Enterprise Network

- Permit TCP Port 445 | Enterprise to ICS
- Permit TCP Port 445 , ICS to Enterprise
- Permit TCP Port 80 , Enterprise to ICS

- Permit TCP Port 80 , ICS to Enterprise

- Permit TCP Port 21 , Enterprise to ICS

- Permit TCP Port 21, ICS to Enterprise

- Permit TCP Port 25 , ICS to Enterprise

- Permit TCP Port 1433, ICS to Enterprise
- Permit TCP Port 3389 , Enterprise to ICS
- Permit TCP Port 2222, Enterprise to ICS
- Permit TCP Port 44818, Enterprise to ICS
- Permit TCP Port 502, Enterprise to ICS

- Permit UDPPort 161, ICS to Enterprise

- Permit TCP Port 135, Enterprise to ICS

ICS Network

Figure 4.7 - Swiss-cheese firewall configuration

This begs the question, with all these firewall exceptions in place: is it still a firewall, or
did we just build a glorified router? The slew of firewall exceptions allows unrestricted
access from the enterprise network to the industrial network and vice versa, thus we have
industrial protocols (which inherently have no regard for security) leaking from the ICS
network to the business network.

At this point, an attacker does not have to be on a production facility's premises to attack
the ICS environment. With an unrestricted and uncontrolled connection between the
business network and the industrial network, all an attacker would need is a foothold into
the business network to start attacking the industrial network. The firewalled business-to-
industrial network cross-connectivity architecture also paves the path for pivot attacks on
the ICS environment that have made the headlines lately. With a pivot attack, an attacker
compromises the enterprise side of an industrial organization by, for example, sending

an individual in that company a phishing email with malware or some sort of exploit
attached to the body of the email.
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Once the receiver opens the email or navigates to a malicious link in the email, the

exploit behind the attack opens a remote connection to the individual's computer from
anywhere in the world. This remote access connection allows the attacker to use the
victim's enterprise computer to scan the enterprise network for systems that allow them to
pivot their attacks into the ICS network. Finding that loophole to pivot can be a matter of
scanning for the right protocols when a Swiss-cheese firewall is in place.

With the stakes laid out for what can happen if we don't include security early on in our
design, let's next discuss what designing for security looks like.

Designing for security

In the previous section, we saw how industrial network architecture and the (inherent)
insecurity associated with certain design decisions evolved over time. I am not trying to
generalize every ICS owner, but in my experience, the bulk of them will have the
Swiss-cheese architecture in place in some shape or form. I have worked with companies
that implemented a far more secure architecture and I have also seen some that
implemented way less, but typically this is what you find out there.

In this section, we will be exploring the proper process and methodologies around
designing a security-focused and resilient industrial network architecture that
incorporates cybersecurity right from the start as a foundational design goal and allows
for expanding on our cybersecurity efforts in the future.

Network architecture with security in mind

I typically explain the design and implementation of industrial cybersecurity as the
process of shielding off the most important assets of an ICS from the dangers and risks of
the ICS user, while allowing this user to perform their role in the production process as
unhindered as possible. In other words, we want to create an ICS environment that allows
us to physically separate our most valuable assets (the parts of the ICS that directly run the
production process) from the people and systems that interact with them and only allow
certain interactions in a way that we can monitor, control, inspect, and verify.

What follows next is my recommendation around secure ICS network architecture design
that achieves the goal of protecting our most valuable assets, as described earlier. The
methodologies, technologies, efforts, and design decisions presented in this section come
from two decades of trial and error in building industrial networks, as well as being part
of the teams that defined the industry recommendations and getting hands-on experience
from consulting with some of the largest manufacturing and services companies on the
planet. This is how I would go about building your network, if you asked me.
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Step 1 - Segmentation of the ICS network

Fundamentally, securing the ICS network can be very straightforward. If we do our
homework and properly segment the ICS environment where only systems and equipment
that are crucial for the operation of the ICS live on the industrial network while
everything else gets a home on the enterprise network, we won't have to bother ourselves
with exotic devices such as mobile phones and laptops, or wireless and bring your own
device (BYOD) devices. In other words, the first cornerstone of a secure ICS architecture
design is proper segmentation. Proper segmentation involves deciding where the parts of
an ICS will need to live, whilst keeping in mind the effect these parts have on the overall
production process versus the risk they add to the overall cybersecurity posture.

Through segmentation, we define an area of the ICS network dedicated to only the
essential equipment that is necessary to keep the production process running. We will call
this area the Industrial Zone. Segmentation creates a security barrier between the most
sensitive parts of the ICS and the users of those parts by physically connecting the two to
different network hardware.

The Industrial Zone network segment and micro-segmentation

The industrial network should be further subdivided into smaller enclaves, network
subnets where we group functionally, logically, or geographically related ICS equipment.
This process is called micro-segmentation and allows closely related ICS systems, devices,
and components to communicate unrestricted (at layer 2 speeds on the same switch/
virtual local area network (VLAN)), while communications with other enclaves or
security zones can be inspected, controlled, and verified with switch/router access control
lists (ACLs) and/or firewall rules. Micro-segmentation can be achieved with physical
separate hardware (separated switches) or by using VLAN technology.

The result of properly segmenting the ICS network is a significantly reduced attack
surface. Even if something malicious were to make it into the industrial zone, it would
be contained within an enclave. One of the added benefits of proper segmentation is
increased overall network performance. Segmentation minimizes network broadcast
domains, and the effect is that ICS equipment spends less time listening and reacting to
traffic from irrelevant or unrelated devices.

Additionally, with network segmentation, we can create what are called network traffic
choke points, designated spots in the network design where we can easily and efficiently
capture interesting network traffic. Choke points will be discussed in more detail in the
Network choke points section of this chapter.
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The following screenshot shows what our ICS network architecture will look like after we

apply proper segmentation and micro-segmentation:
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Within this segmented architecture, we keep all related ICS equipment in its own
functional area and network subnet (enclave). This helps with security as well as with
performance (devices in the same enclave communicate at layer 2 speeds via the enclave
switch). The OT-Firewall allows controlled and monitored communications between
functional areas (enclaves) and Level 3 - Site Operations. The Level 3 - Site Operations
enclave is a designated security zone for communications to and from the lower-level
enclaves, to and from the higher level of the ICS environment (4 and 5 via the IDMZ).
Level 3 - Site Operations should always be used as an intermediary to get to and from
the ICS equipment at levels 2 and below (following the Purdue model and to prevent
jumping/bypassing security boundaries). Typically, Level 3 - Site Operations consists of
a server or a collection of servers (physical or virtual) that can be used for interactions
with the ICS equipment at lower levels. Think of actions such as programming or
troubleshooting of controls and automation devices and production data collection.

Step 2 - Defining and controlling secure interactions between
security zones

Now that we have properly shielded our most valuable assets on their own dedicated
subnets, physically separated from the big bad enterprise network, the second step in
securely designing the ICS environment involves dealing with necessary access to those
mission-critical assets.

I think we can all agree that if we could run the ICS completely isolated from the rest of
the organization, we would end up with a much more secure environment. Unfortunately,
the case is quite the opposite. The current trend in the industrial realm is to have more and
more interactions with the ICS equipment. Organizations have discovered the value of
having on-the-fly, up-to-date, and instant data coming from their production environment.
It allows them to run leaner, more efficient, and more profitable enterprises. Trends

such as Industry 4.0, the connected enterprise, and cloud-based analytics are putting an
ever-greater demand on interconnectivity between industrial and enterprise networks.
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So, how can we provide that required cross-connectivity in a secure way? To answer that
question, we should look at how the IT folks have dealt with a similar scenario for years
now. On the IT side, there is often the need to allow access from users on the internet to
internal business systems such as web servers, database servers, or Domain Name Service
(DNS) servers. To provide this type of access securely, IT professionals implement what

is known as a Demilitarized Zone, or DMZ. A DMZ is a buffer area created between two
firewalls or firewall interfaces that allow secure hosting of servers, services that are used to
expose, and broker services between two security levels.

From the enterprise perspective, the internet is considered the less secure or insecure
zone, and the Enterprise Zone the more secure or Secure zone. The following screenshot
shows a depiction of an IT DMZ, implemented around a three-legged firewall design:

DMZ

DMZ Firewalls Exposed Server/Service

Internal Network

Backend/Internal Server/Service

Figure 4.9 - The IT DMZ
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The idea is that any interaction between the internet and the internal network will go
through the DMZ by means of a dedicated "broker service," a server/service that will
interact on behalf of the two communicating parties. At this point, if an entity on the
internet were to compromise the exposed service, the compromise would be contained
within the DMZ, while the endpoint on the internal network remains secure behind the
second leg of the firewall.

This design has worked well for allowing internet access to enterprise resources, so, rather
than reinvent the wheel, we are going to deploy this DMZ approach in the industrial
environment, aptly calling it the IDMZ.

The IDMZ

The principle of an Industrial Demilitarized Zone or IDMZ is identical to its I'T variant,
with just the definition of secure and insecure zones redefined. From the Industrial Zone's
perspective, the Enterprise Zone is considered an insecure zone, while the Industrial
Zone is considered a secure zone.

The IDMZ is sometimes called a perimeter network, a sub-network (subnet) that sits
between the two security zones and brokers requests on behalf of either security zone.
Brokering requests entails either security zone only communicating with services in the
IDMZ, and the IDMZ service will meddle or translate that communication on behalf

of the requesting service/server/user. With this functionality in place, if a server gets
compromised, the compromise is contained within the IDMZ. For every type of required
cross-security zone interaction, a matching broker service should be designed and
implemented.



110  Designing the ICS Architecture with Security in Mind

The following screenshot shows what our ICS network architecture will look like after we
implement an IDMZ to allow cross-security boundary communications:
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At this point, our architecture design properly segments our most valuable industrial
systems, devices, and equipment from external risk by using network segregation
techniques and using enclaves to micro-segment the industrial network. We also have an
IDMZ in place that will allow us to implement broker services to facilitate any required
cross-zone interaction and communications.

For a more detailed discussion around the IDMZ, you can refer to Chapter 3,
The Industrial Demilitarized Zone.

This chapter is not intended to be a step-by-step playbook on designing the ICS network,
but rather as food for thought to help you make the right design decisions. The few items
we graced on in this chapter will in real life take substantial resources, preparation, and
effort to implement. Designing for security is not an easy concept to get right and might
take some trial and error to fully sink in. However, keeping the following two simple
design goals in mind when designing your ICS network will take you a long way:

+ Secure your most valuable assets by segmenting the ICS network into security zones
and micro-segment the industrial security zone into functional areas (enclaves)

« Control all access into and out of the Industrial Zone by use of a properly
designed IDMZ

This covers the physical architecture design portion of our discussion. Next, we will look
at a way to add some software solutions that allow us to inspect, verify, and monitor the
security of our design with tools, techniques, and activities aimed at security monitoring.

Security monitoring

Now that we have beaten the network architecture discussion to death, it is time to look
at how to tackle what, in my opinion, is the second-most effective method to improve the
ICS security posture: security monitoring.

Security monitoring comprises all the tools, techniques, activities, and actions involved
in verifying the effectiveness of a security program. Security monitoring includes topics
such as log monitoring, configuration verification, alert visualization, passive and active
network scanning/mapping, vulnerability management, Intrusion Detection Systems
(IDSes), Security Information and Event Management (SIEM), and so on.
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The many aspects of security monitoring are the main topics of this book and will be
explained in depth throughout the remaining chapters. What follows is a discussion on
how the designing for security architecture we covered in the previous sections is used to
set up the tools and systems that allow us to implement security monitoring for the

ICS environment.

Network choke points

Discussed earlier, network choke points are designated points in the network that

are chosen in a location where it is efficient to collect network packets flowing

between security zones or other interesting parts of the network. Being able to collect
interesting network packets is not only convenient when trying to troubleshoot network
(performance-related) problems but is often a requirement for industrial-focused security
tools such as Claroty's Continuous Threat Detection (CTD) (https://claroty.
com/continuous-threat-detection/) or Forescout's SilentDefense (https://
www . forescout .com/platform/silentdefense/), nowadays called eyelnspect.
These tools rely on passively (sniffing) monitoring the ICS network traffic via packet-
capturing capabilities. Because they do their work passively (which is absolutely preferred
on the ICS network), these tools are only as good as the packets we feed them.

Within the secure network architecture we defined in this chapter, the following sections
of the design lend themselves very well to setting up network packet captures.

Capturing network packets at the enclave level

Starting at the bottom of our architecture, we can capture any traffic and communications
between IP-enabled devices at level 2 and below by setting up a Switched Port Analyzer
(SPAN) port on the enclave switch.


https://claroty.com/continuous-threat-detection/
https://claroty.com/continuous-threat-detection/
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The process is illustrated in the following screenshot:
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A SPAN port is a managed switch feature that instructs the switch to copy network
traffic from a defined set of switch interfaces or an entire VLAN to a dedicated SPAN
port on the switch. SPAN port functionality is implemented differently between switch
manufacturers and is sometimes also called a MIRROR port.

The following is an example configuration that sets up a SPAN port on Gigabit Ethernet
port 1/0/2, copying all traffic flowing over Gigabit Ethernet port 1/0/2. The
configuration snippet here is taken from a Cisco switch:

EnclaveSwitch (config)# no monitor session 1

EnclaveSwitch (config)# monitor session 1 source interface
gigabitethernetl/0/1
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EnclaveSwitch (config)# monitor session 1 destination interface
gigabitethernetl/0/2 encapsulation replicate

EnclaveSwitch (config)# end

That covers packet capturing within enclaves. Next, we will talk about cross-enclave
packet capturing.

Cross-enclave network packet capturing

To be able to perform network packet capturing or traffic inspecting on communications
between enclaves (but not up to Level 3 - Site Operations), the OT-Firewall will be used.

The process is illustrated in the following screenshot:
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Depending on the make and model, the firewall will allow a SPAN port to be set up or
will be functioning as the network (meta) data collector itself and will send summarized
logs to the SIEM solution via Syslog or some form of SIEM-specific protocol.

That covers packet capturing between enclaves. Next, we will talk about packet capturing
to and from services located in Level 3 - Site Operations.

Level 3 - Site Operations network packet capture

To be able to collect network traffic going to or coming from Level 3 - Site Operations
or perform packet captures on communications between systems within that security
enclave, we leverage SPAN port functionality on the industrial core switch.

The process is illustrated in the following screenshot:
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Figure 4.13 - Level 3 - Site Operations packet capturing

The industrial core switch is a very valuable resource for packet capturing. As you can see
in the preceding screenshot, it is connected to all the industrial enclaves and the Level 3
site's operations servers, and even sits inline of all the traffic that traverses between the
industrial network and the higher levels of the ICS environment. You will find yourself
relying on the industrial core switch for many security-related tasks and tools.
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That covers packet capturing to and from level 3 site operations. Next, we will talk about
packet capturing within the IDMZ.

IDMZ network packet capturing

At the IDMZ level of the ICS network architecture, we are interested in monitoring traffic
going into the IDMZ services from the Enterprise Zone, traffic between IDMZ services,
and attempts from IDMZ servers trying to reach locations they are not supposed to

access (pivoting attempts). With the IDMZ hosting services that are potential sacrificial
lambs—meaning they are designed to be compromised and contain the compromise—it is
imperative we keep a close eye on the servers and the network connections that go to and
from them. Additionally, being able to monitor and observe the IDMZ services' behavior
allows for troubleshooting of any network or performance issues.

We can use the IDMZ firewall to create a SPAN port or have the firewall collect (meta)
data on the network traffic that traverses the IDMZ. Additionally, we can also create a

SPAN port on the IDMZ switch to grab any relevant packets that traverse between the
IDMZ servers and the IDMZ firewall.

The process is illustrated in the following screenshot:
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Once we have set up our SPAN port session on the various equipment, we should use a
dedicated network switch to aggregate all the SPAN ports and be able to feed it into our
security tools. Dedicating network gear to do this assures the least amount of performance
drain on the ICS network (as opposed to using a dedicated VLAN on the ICS network)
and creates a security barrier.
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Logging and alerting

Along with proper packet capturing, all equipment in the ICS environment should be
configured to generate events, logs, and alerts, and a SIEM solution should be used to
aggregate and correlate all those events, logs, and alerts, known as event forwarding.
Setting up event forwarding, deploying SIEM, and visualizing of all this data is covered in
later chapters.

summary

In this chapter, we discussed what designing for security entails. We also discussed how
applying the concept on the ICS environment will result in a well-defined, defendable, and
expandable overall ICS network architecture design. We saw how such a network design
will allow us to easily extend and expand our security features and controls, with the aim
of ultimately implementing security monitoring.

In the next chapter, we are going to be discussing security monitoring in much more detail.






Section 2:

Industrial
Cybersecurity -
Security Monitoring

Part two of the book will outline the activities, tools, procedures, and concepts regarding
the monitoring, tracking, and trending (visualizing) of ICS cybersecurity risk and the
overall security program and posture.

This section comprises the following chapters:

o Chapter 5, Introduction to Security Monitoring

o Chapter 6, Passive Security Monitoring

o Chapter 7, Active Security Monitoring

o Chapter 8, Industrial Threat Intelligence

o Chapter 9, Visualizing, Correlating, and Alerting






5

Introduction to
Security Monitoring

Up until now, we have discussed proper industrial control system (ICS) network
architecture design and how to build the ICS infrastructure with security, resilience, and
uptime in mind. Introduced in the previous chapter, we will be looking at how we can add
visibility to the overall ICS cybersecurity posture with the help of security monitoring
tools, techniques, and activities. In the second part of this book, we will examine the
many facets of security monitoring. We will define the three main methods of security
monitoring—namely, passive/active security monitoring and threat hunting. We will

see the methodologies behind the three types, as well as play with example tools and
techniques, and see how results or findings can be stored, displayed, and scrutinized to
find misconfigured controls, eliminate performance hogs, and detect malicious actors
and many more security secrets that might be hiding in your environment at this very
moment.

We will be covering the following topics in this chapter:
« Security incidents
 Passive security monitoring

o Active security monitoring
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o Threat-hunting exercises
« Security monitoring data collection methods

« Putting it all together—introducing Security Information and Event Management
(SIEM) systems

Security incidents

We start our conversation about security monitoring with a discussion around security
incidents. This is because the ultimate goal of security monitoring is to detect, record, and
alert on security incidents. We want to detect and address security-related incidents before
they become a major issue.

An incident can be described as an occurrence of an event with a potentially undesirable
or harmful outcome. With that, a security incident can therefore be described as an
occurrence of a security-related event—something happening to the security posture

of the ICS environment that we are interested in and want to detect. It is important

to understand that not every event is a security incident—for example, somebody
fat-fingering a password and generating a failed login event is not necessarily a security
incident. What makes a security-related event a security incident is context. If the failed
login event from before came from an account that has no business trying to log on to the
system it generated the event on, the event could be a security incident. The point here is
that someone or something has to determine if security-related events are incidents. The
tools we will discuss in this chapter help we humans make that decision as well as use
some form of correlation, analytics, and even artificial intelligence (AI) to help us with
the task.

Within the preceding definition, to be able to detect interesting security incidents, we
need to be monitoring for events with a potentially undesirable or harmful outcome by
using security monitoring tools and security monitoring practices.

Here are some examples of security incidents, given as an illustration:

« Malicious code execution on a system
« Malicious or damaging interaction with computing or production resources

 Unauthorized changes to a programmable logic controller (PLC) or human-
machine interface (HMI) program

 Unauthorized access to a building or restricted area of a building

 Unauthorized access of computer systems



Security incidents 123

+ Unauthorized use or abuse of software or data

« Unauthorized changes to production systems, software, or data
 Loss or theft of equipment storing production-related data

o Distributed Denial of Service (DDoS) attacks

o Interference with the proper operation of Operation Technology (OT) or
production resources

 Excessive failed login attempts

e Andsoon...

It is important that security incidents such as the ones listed previously are detected and
dealt with swiftly, in order to keep our ICS security posture in good condition and uphold
the effectiveness of the overall security program. Detecting security incidents allows us to
assess the situation and take appropriate responsive action. Depending on the discovered
security incident, response actions are either corrective or preventative in nature.

Corrective response actions are, for example, incident response (IR) activities, where we
assess, address, and clean up the discovered security incident. We will discuss IR in detail
in Chapter 18, Incident Response for the ICS Environment.

Preventative response actions are all about correcting failing or lacking existing security
controls or adding additional security controls to prevent a security incident from
occurring again. An example of a preventative response to a detected security incident
would be the changing or adding of firewall rules as a response to detection of malicious
activities on the network or the adding of door locks when unauthorized individuals
wander around in restricted areas, while corrective actions in those scenarios would

be to rebuild the system that was compromised by the network attack and escort the
individual out the door. Response actions can be a manual process whereby someone is
assigned to rebuild a system, or they can be automated responses whereby a host-based
IDS can reconfigure the edge firewall on the fly when a malicious actor is discovered on an
endpoint.

As mentioned earlier, we use security monitoring systems, processes, and activities to
detect, record, and alert on security-related events and incidents. There are three main
types of security monitoring. The three types will be briefly presented in the next sections
but are discussed in detail in upcoming chapters: they are passive security monitoring,
active security monitoring, and threat-hunting exercises.
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Passive security monitoring

The first form of security monitoring we will discuss is passive security monitoring.

The name says it all—we passively look for security incidents. Passive refers to the way
in which we gather the data. With passive security monitoring, we do not introduce
additional traffic to a network (send out packets) or use up any additional resources from
network-attached endpoints to collect the data we are interested in. Note, though, that
creating a Switched Port Analyzer (SPAN) port on a switch does place additional load
on this switch. In practice, passive monitoring almost always comes down to sniffing of
network traffic. Passive security monitoring tools do their magic by capturing network
packets via a network tap and scrutinizing the captured network packets for odd or
known malicious content or behavior (explained in detail later in this chapter, in the
Network packet capturing section). Passive security monitoring is the preferred method
for ICS network security monitoring as it doesn't place additional strain on the already
resource-restricted industrial controls and automation equipment. Additionally, passive
network monitoring doesn't require additional software to be installed on end devices,
which is often neither possible nor feasible with ICS equipment.

A somewhat different form of passive security monitoring is event correlation. By
accumulating, correlating, and analyzing event logs, security incidents can be discovered
without direct interaction with the endpoint. Think, for example, of the process of
scrutinizing Windows event logs to discover failed login attempts or detection of newly
created accounts or reviewing firewall logs to reveal signs of malicious connections. A
SIEM solution is invaluable in event correlation efforts.

Passive security monitoring will be explained in detail in Chapter 6, Passive Security
Monitoring.

Active security monitoring

The opposite of passive security monitoring is active security monitoring. Active security
monitoring is all about interrogating the environment to reveal security-related issues or
incidents. Think, for example, of a vulnerability scanner that will systematically probe a
target system for known vulnerabilities or misconfiguration of its services. Active security
monitoring activities tend to reveal more incidents and are quicker than passive activities,
with the compromise that they add a burden onto network and endpoint resources.

Active security monitoring will be explained in detail in Chapter 7, Active Security
Monitoring.
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Threat-hunting exercises

A relative newcomer to security monitoring (especially in the industrial space) is threat
hunting. With threat hunting, you are not relying on passive or active detection systems
to report security incidents, but rather you go find signs of malicious activity. This is
unprompted—pick a direction and start digging. And with direction, I am referring to a
hypothesis, theory, or interesting scenario. For example, we can take a stance of we have
crypto miners running on our industrial HMI computers and start digging around in event
logs, asset software lists, packet captures, and other security-related data to either prove or
disprove this statement. Of course, this hypothetical statement is typically not pulled out
of thin air but is based on situational events or reported issues—for example, operators
might have been complaining that their HMI screens are slow.

Threat hunting will be explained in detail in Chapter 10, Threat Hunting, followed by three
threat-hunting exercise scenarios in Chapters 11, 12, and 13 - Threat Hunting Exercises.
Next, we are going to discuss data collection methods that fill our security monitoring
tools with useful information.

Security monitoring data collection methods

As we discussed earlier, security monitoring is about detecting security incidents by
looking at security-related data that is coming out of our ICS environment. But how

do we get to that data and where does it come from? There are two main ways security
monitoring applications can collect relevant data—namely, by recording packets on

the network (packet capturing) and collecting event logs generated by the operating
system, network, and automation devices, or the software and applications we are trying
to protect (such as a web server log or switch log), or the security applications we use to
protect or monitor the endpoint (such as an antivirus application generating events for
discovered malware or a network intrusion detection system (IDS) sending System
Logging Protocol (syslog) messages for anomalies). Security monitoring solutions often
use a combination of these two collection methods to aggregate the necessary data, to help
them find security incidents. The two collection methods are explained in the following
sections.
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Network packet capturing

The first method of collecting security-related data for our security monitoring systems
is network packet capturing. Network packet (network traffic) capturing is the act of
decoding electrical signals that run over Ethernet cables or wireless signals from a Wi-Fi
setup and interpreting these into network packets. Network packets contain data and
information from any or all layers of the Open Systems Interconnection (OSI) model
(seehttps://www.softwaretestinghelp.com/osi-model-layers/ for

an explanation of the OSI model). This makes network packets a treasure trove for
network and endpoint information. As an example, by correctly interpreting layer 2 of
a network packet, we can learn the media access control (MAC) or hardware addresses
of communicating endpoints. Layer 3 can show us the Internet Protocol (IP) address
of those same communicating systems, whereas correctly dissecting layer 4 shows us
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) services/
ports, allowing us to see what kinds of things those two endpoints are communicating
about. The remaining layers can give us even more detailed information, such as
usernames, protocol details, files, data, and much, much more.

To illustrate this ability to interpret network data, observe Figure 5.1, which shows a
captured Domain Name System (DNS) request network packet. In this capture, looking
at packet number 34669, we can see how host 172.25.20.171 sends a DNS request
(as identified by Wireshark) to a DNS server at address 9.9.9.9. We can see the
172.25.20.171 host using source port 40256 and targeting the server via port 53. The
network transport protocol these hosts use to communicate over is UDP, and everyone's
favorite packet capturing tool, Wireshark (https://www.wireshark.org/),
identified the packet as part of a DNS query. We can even see the domain being requested:
hacking. com. All the preceding information can be seen here:


https://www.softwaretestinghelp.com/osi-model-layers/
https://www.wireshark.org/
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Figure 5.1 — Captured DNS network packet

The way Wireshark (and most passive security monitoring applications) performs packet
capturing is by copying data from the computer's network interface card (NIC) in raw
format and then applying parsing and dissecting algorithms on the raw data.

Additionally, to catch more packets, the application can instruct the NIC to enter what is
called promiscuous mode. Promiscuous mode tells the network card to listen to all traffic
on the network, not just packets addressed to its MAC address. This allows the application
to collect any network traffic that traverses the link it is sitting on. Combine this with a
SPAN or mirror port on the switch, and you have a setup that has the ability to see all
traffic traversing a network switch/segment/virtual local area network (VLAN). (SPAN
ports were covered in Chapter 4, Designing the ICS Architecture with Security in Mind.
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Event logs

The next major source of security-related data that we can use for security monitoring
activities is event logs. Most computer systems and network devices have the ability to
record system events, including details surrounding the event—hence the name event log.
On some systems, the event log is a plaintext file where applications or the system itself
record events. These types of event logs can be viewed with a text editor. See, for example,
the Apache event log shown in the following screenshot:
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Figure 5.2 — Apache access log



Security monitoring data collection methods 129

The event details are in a clearly readable format. The highlighted event, for example, tells
us thatat 15/Aug/2020:11:52, a system with IP address 127.0.0. 1 requested a
/2vdR1Qeu.php4 resource. The response code from the Apache server for this request
was 404 (Resource not found). Additionally, we can see the user agent the client

used: Nikto/2.1.6.

Other systems can log events in a less convenient way, by using databases of even
binary files, as is the case with Windows event logging. The following screenshot shows
the contents of a Windows event log, viewed with a regular text editor. Notice the
gobbledygook text that doesn't resemble any event message whatsoever:
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Figure 5.3 - Windows event log: binary format
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This is because the Windows event log system stores the event in binary (proprietary)
format. Now, if we view that same event log in Windows' native Event Viewer, things are a
lot clearer, as we can see in the following screenshot:
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Figure 5.4 - Windows' Event Viewer

You will find that a large part of the challenge in collecting event logs is around parsing
and interpreting a large variety of event logs in a way that is scalable, reliable, and allows
correlation of that variety of logs. Again, a SIEM can help with this task, and we will
actually look at implementing parsing of logs in Chapter 9, Visualizing, Correlating, and
Alerting.

Event logs will play a major role in the security monitoring efforts of your ICS
environment. Make sure you take the time to properly configure your systems, devices,
and equipment to send interesting events to a local repository (SIEM). In Chapter 9,
Visualizing, Correlating, and Alerting, we will see how to do this for Windows systems and
look at which events to send over. As for the many network, automation, and controls
system and equipment logs, most of those will likely have an option to send logs to an
external syslog entity. Take some time to configure the equipment to send (forward) their
event logs to a SIEM server. Syslog works with log severity levels. These are the severity
levels of a typical syslog implementation:
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Level Severity Description

0 Emergency System is pretty much unusable

1 Al