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Preface

The book Big Data Management in Sensing: Applications in AI and IoT
places its focus upon enhancing the accuracy of the current Internet architec-
ture that is driven by AI enabled approaches and IoTs. It features a wide range
of research manuscripts and extensive survey upon Machine Learning algo-
rithms and IoT applied to Medical diagnostics, Language processing, voice
classification, social media forecasting, video analytics and smart handling of
Government policies.

The principal motivation behind collating manuscripts for our book is
due to a lack of information on Network optimization approaches powered
by deep learning and IoT, although a plethora of journals publish on AI and
IoTs. Secondarily, we drew inspiration from applications of deep learning
in medical arenas for analysis, detection of tumors and the behavior of an
epidemic spread like COVID, that terrorize globally now. Furthermore, there
is a dire need to associate deep learning as a smart tool for classification and
regression in video analytics and speech recognition.

The book is crafted for researchers, students and academicians in the
field of data science, who wish to update their skills and comprehend the
latest techniques in data analysis and visualization. Professionals across AI
based industries in government agencies and businessmen in private sectors
may be fascinated by the applications of blended deep learning models across
medical arenas, digital recognition, and robots. Some of the chapters discuss
implementation results carried out with mathematical models employing
Orange data science toolkit, Weka tool and many more.

Mighty challenged by the worldwide outbreak of the pandemic and
novelty of the book theme, we have compiled 16 chapters, nested under
two sub-themes, from a divergent array of applications in AI and IoT. We
expect the book to be a resourceful reference for academic researchers and
professionals in the area of applied machine learning.

Renny Edwin Fernandez
Terrance Frederick Fernandez
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Abstract

Oral Cancer is a primary disease which affects the middle age and elderly age
group people. When healthy cells undergo mutations, they develop gradually
into a mass known as cancer. Cancer can be divided into two types: malignant
and benign. The cells in malignant tumors multiply and spread to other
parts of the body, whereas benign tumors do not spread. Oral Squamous
Cell Carcinoma (OSCC) is a highly prevalent oral cancer that affects more
than 90% of the head and neck areas, than other parts of the body. At
present, the pathologist finds it difficult to identify the histopathological
variants of OSCC. To address this problem, the Computer Aided Diagnosis
(CAD) paradigm was developed to assist pathologists in making decisions.
However, early detection and prevention of oral cancer is vital, but it is a time-
consuming task in medical image processing. Therefore, it is essential to find
an effective diagnostic procedure for detecting cancer at the earlier stage.
The proposed work aims at developing an effective deep learning model
to identify the histopathological variants of OSCC. In the proposed work,
convolutional layers and filters size have been altered to attain the accuracy.
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To evaluate the performance of the proposed models, a real time dataset is
used which shows a highest accuracy of 93.65% to 96.83% compared to other
models.

Keywords: Convolutional Neural Network, Oral Squamous Cell Carcinoma,
Convolutional Layers.

This work mainly focuses on detecting the affected cells at the earlier
stages by using deep learning technique. The proposed Convolutional Neural
Network consists of convolutional layers, subsampling layers, and a fully
connected layer.

1.1 Introduction

Oral Squamous Cell Carcinoma (OSCC) is the most widespread type of
the cancer. Damages in the oral epithelial cells is a collection of numerous
genetic mutations displayed in the cells. Approximately, the survival rate
of the patients is of five-years, despite the new treatment modalities. The
causes of the oral cancer include chewing of tobacco, smoking cigarettes,
pipes, and cigars, alcohol consumption, etc. OSCC is found more in males
than in females [1]. The occurrence of the oral cancer is mostly found in
the fringes of the tongue, floor of the mouth/ventral tongue, and alveolar
mucosa/gingiva. These are the most common affected sites. Squamous cell
carcinoma is mostly seen in the head as well as the neck region. OSCC can be
present as several variants. In Deep Learning, Convolutional Neural Network
has been handled for studying the histopathological variants of OSCC.

The main aim of the proposed framework is to classify the OSCC.
Figure 1.1 shows the proposed method for classification of histopathological
variants of OSCC. The Convolutional Neural Network of the proposed system
is designed with a simple stack of multiple convolutional layers proceeded by
ReLU activation function followed by max pooling layers. The first Convo-
lutional Neural Network model consists of three convolutional layers. The
second and the third Convolutional Neural Network models consist of four
and five convolutional layers. By repeating the experiments with different
models, the Convolutional Neural Network classifies the histopathological
variants of OSCC into Verrucous Squamous Cell Carcinoma, Adenosqua-
mous Cell Carcinoma, Adenoid Squamous Cell Carcinoma, Baseloid Squa-
mous Cell Carcinoma, Papillary Squamous Cell Carcinoma, and Spindle Cell
Squamous Carcinoma.
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Figure 1.1 Proposed framework of histopathological variants of OSCC.

Every variation of OSCC has a unique histomorphological appearance.
The variants include Verrucous Carcinoma, Adenoid Squamous Cell Car-
cinoma, Spindle Cell Carcinoma, Adenosquamous Cell Carcinoma, and
Papillary Squamous Cell Carcinoma. Each variant is discussed below.

• Verrucous Squamous Cell Carcinoma: Verrucous Squamous Cell Car-
cinoma is present as white and wart lesions which are formed as an
exophytic growth or well-differentiated squamous cell carcinoma. Oral
Verrucous Carcinoma (OVC) is a unique variant of OSCC. OVC is
the most uncommon variant of OSCC. The occurrence of Verrucous
Carcinoma (VC) of the mouth cavity is between 2% and 16% of all oral
cancers [2].

• Adenoid Squamous Cell Carcinoma: Adenoid Squamous Cell Car-
cinoma (ASCC) is an uncommon alternative of squamous cell car-
cinoma with the characteristics of adenoid pattern of acantholysis.
Oral Adenoid Squamous Cell Carcinoma has a unique pseudo vascular
morphology [3].

• Spindle Cell Carcinoma: Spindle Cell Carcinoma is also referred as
the Sarcomatoid Squamous Cell Carcinoma. It is a rare malignancy
type found not only in the head but also in the neck region. It mostly
originates in larynx, occurs in nasal cavity, oral cavity, esophagus,
hypopharynx, etc. Squamous Cell Carcinoma consists of elongated
spindle and an epithelial cell that seems like a sarcoma [4].

• Adenosquamous Cell Carcinoma: Adenosquamous Cell Carcinoma
(ADC) originates in the head and neck and is an invasive different type of
squamous cell carcinoma. ADC rarely develops in upper aerodigestive
tract, especially in the mouth. The affected areas in the oral cavity are
palate, tonsillar pillar areas, and the soft palate [5].
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• Papillary Squamous Cell Carcinoma: Papillary Squamous Cell Car-
cinoma (PSCC) is a rare alternative of squamous cell carcinoma. It is
mostly prevalent in larynx of the head as well as the neck region. The
mouth, oropharynx, sinus, nasal and pharynx are also affected. Within
the oral cavity, alveolar ridge, oral mucosa, soft palate, and ventral
tongue are the affected areas [6].

1.2 Convolutional Neural Networks

Convolutional Neural Network (CNN) is a collection of Deep Learning which
is a subfield of machine learning, is mainly used for image recognition,
image classification, video labeling, natural language processing, medical
image analysis, etc. The CNN consists of Input Layer, Output layer, and
numerous hidden layers. The hidden layers consist of many convolutional
layers. ReLU layer is the commonly used activation function followed by
the pooling layers, fully connected layers, and normalization layers [7].
Finally, the convolutional layer often uses the back propagation to get more
accurate results. Figure 1.2 illustrates the architecture of CNN. Each con-
volutional layer inside a neural network has the following steps as shown
in Figure 1.2.

A data center’s general design can be divided into four categories, ranging
from Tier I to Tier IV, each with its own set of benefits and drawbacks in terms
of power consumption and availability. Most redundant N+1, N+2 or 2N
data center architectures are used to address availability and safety concerns,
and thus has a significant impact on power usage. A data center, as shown in
Figure 1.2, has the following main units.

Figure 1.2 Architecture of Convolution Neural Network.
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1.2.1 Convolutional Layer

The Convolutional Layer is the structural block of a CNN. The parameters
of the layers consist of filters (kernels), a small receptive field, and goes to
the depth of the input image. In the progressive pass, each filter is merged
to the breadth and length of the input image, calculating the dot product
between the filter where the input yields the two-dimensional activation map
of that filter.

1.2.2 Pooling Layer

Pooling layer reduces the dimension of the data by merging the output neuron
in a single layer as clusters and passes it on to the next layer as a single
neuron. For computation, convolutional network pooling includes two types,
namely, local pooling and global pooling. Local pooling joins all the small
clusters. For example, a 2× 2 global pooling poses as a neuron embedded in
the convolutional layer [10]. Pooling performs three operations such as Min
pooling, Max pooling, and Average pooling. Min pooling takes the minimum
value from each group of neurons at the earlier layer; Max pooling adopts
the maximum value from every cluster of neurons at the previous layer; and
Average pooling accepts the average value from each one of the group of
neurons at the preceding layer. The pooling layer gradually alleviates the
spatial dimensional representation, decreases the number of parameters, and
hence controls the over fitting. The pooling layer works on its own on the
input image on each deep slice and reshapes it spatially. The most popular
type is the pooling layer with filters of size 2 × 2 handled with a stride of 2
down sampling at each deep slice in the input by 2 along its [11].

1.2.3 Fully Connected Layers

It uses the principle of multi-layer perceptron (MLP). It connects all the
neurons in the single layer to all the neurons in another layer. The fully
connected layers classify the images by flattened matrix.

1.2.4 Receptive Field

In the convolutional layer, neurons accept the input from only a limited area
of the preceding layer. The insertion of the neuron is called the receptive field.
So, the previous layer is the receptive field in the fully connected layer. In the
convolutional layer, receptive field takes a trivial place in the preceding layer.
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1.2.5 Weights

Each and every neuron in a neural network calculates an output value by
handling a particular function to the input values of the preceding level. The
function that is used to input the values is estimated by a vector of weights
and a bias. The vector of weights and the bias are referred filters that represent
a particular feature of the input. A feature of a CNN is that, numerous neurons
share the same filter [12].

1.2.6 ReLU Layer

The full form of ReLU is the Rectified Linear Unit which is employed to the
non-saturating activation function which is defined as

f(x) = max (0, x) (1.1)

It removes the negative values from the activation function by placing them
to zero.

1.2.7 Softmax Layer

The last layer is the softmax layer. The softmax function particularizes
a discrete probability allocation for K classes, represented by following
Equation (1.2)

K∑
k=1

PK . (1.2)

The last layers of CNN are fully connected, and the final level handles
softmax role to its input, so that we obtain probabilities for every single
image. The network parameters are trained using back-propagation algorithm
as in view of the usual neural networks.

1.2.8 Dropout

The term dropout refers to the dropping up of (hidden or visible) units
randomly during the training. During the testing time, it is difficult to handle
the overfitting because large networks take a lot of time when joining the
predictions of different large neural networks. It reduces overfitting. When
a unit is dropped out, the neuron fails to donate to the forward-pass. The
dropout neuron gives the probability of 0.5 for each hidden neurons and
output to be zero.
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1.2.9 Steps Involved in Convolutional Neural Network

The basic steps involved in the process of classification of OSCC using
convolutional neural network is given below.

Step 1: Provide input image inside convolutional layer.
Step 2: Choose parameters, apply filters along with strides, padding if

necessary.
Step 3: Perform convolution on the image and use ReLU activation to

the matrix.
Step 4: Render pooling to decrease dimensionality size.
Step 5: Contribute as many convolutional layers until contented.
Step 6: Flatten the outcome and contribute into a fully connected layer

(FC Layer).
Step 7: Outproduce the class handling an activation function.

1.3 Proposed Convolutional Neural Network

The CNN structure of the proposed system is designed with a simple stack
of multiple convolutional layers proceeded by ReLU activation function
followed by max pooling layers. Figure 1.3 shows the proposed framework of
CNN where the three convolutional models are designed with different filter
and parameter size.

Figure 1.3 Proposed frameworks of CNN.
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In the first CNN model, three convolutional layers proceeded by three
max pooling layers have been used. The image is resized into 254× 254× 3.
In the First Convolutional Layer, 32 filters have been convolved to the input
image and it yields 896 parameters; Maximum pooling and ReLU is used for
the initial convolutional layer.

In the second Convolutional Layer, the same 32 filters, have been utilized
which yields 9248 parameters. In the Third Convolutional Layer, 64 filters
have been used, they yield 18,496 parameters. Maximum pooling and ReLU
have been utilized for all the convolutional Layers. Finally, these are flattened,
57,600 feature dimensions are obtained and it is fed into the Dense Layer.
For testing the input image of size 254 × 254 × 3, microscopic images are
given for prediction. The prediction of classes is computed based on Keras
model prediction analysis. The prediction matrix is given to the five classes
namely Verrucous Carcinoma, Spindle Cell Carcinoma, Papillary Squamous
Cell Carcinoma, Adenosquamous Cell Carcinoma, and Adenoid Squamous
Cell Carcinoma.

1.3.1 Performance Evaluation for CNN Models

The performance of the proposed three-CNN model is calculated with per-
formance metrics namely Precision, Recall, F-Score, and Accuracy, based
on the confusion matrix on the predicted value. In order to evaluate the
performance of the proposed work, a real-time dataset was collected from
Rajah Muthiah Dental College and Hospital (RMDC & H). The images
were collected with 20× magnifications of Hematoxylin and Eosin staining
images. A total of 350 images were collected, in which 225 were used for
training, 125 were used for testing. Here five-fold cross validation have been
used. First Convolutional Layer, 32 filters have been convolved to the input
image and it yields 896 parameters, Maximum pooling and ReLU are used
for the initial convolutional layer. The performance evaluation of model 1 is
presented in Table 1.1 below.

In the second CNN model, four convolutional layers preceded by four
max pooling layers have ben used. The image is resized into 254× 254× 3.
For training and testing, the image is resized into 254× 254× 3. In the First
Convolutional Layer, 32 filters have been convolved to the input image and it
yields 896 parameters. Maximum pooling and ReLU are used for the initial
convolutional layer. In the second Convolutional Layer, the same 32 filters,
have been used which yield 9248 parameters. In the Third Convolutional
Layer, 64 filters have been used; it yields 18,496 parameters. In the fourth
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Table 1.1 Performance evaluation for CNN Model 1
Cell
Classification Precision (in %) Recall (in %) F-Score (in %) Accuracy (in %)
Verrucous Squamous
Cell Carcinoma

72.00 90.00 80.00 92.90

Adenoid Squamous
Cell Carcinoma

76.00 83.00 79.00 92.00

Spindle Cell
Carcinoma

88.00 88.01 88.19 95.20

AdenoSquamous
Cell Carcinoma

84.00 72.00 78.00 90.40

Papillary Squamous
Cell Carcinoma

88.00 79.21 83.00 92.80

Convolutional Layer, the same 64 filters have been used which yields 36,928
parameters. Maximum pooling and ReLU have been utilized for the all the
Convolutional Layers. Finally, it is flattened, 12,544 feature dimensions are
obtained and these are fed into the Dense Layer. For testing the input image
of size 254 × 254 × 3, microscopic images are given for prediction. The
prediction of classes is computed based on Keras model prediction analysis.
The prediction matrix is rendered to the five classes, namely, Verrucous
Carcinoma, Spindle Cell Carcinoma, Papillary Squamous Cell Carcinoma,
Adenosquamous Cell Carcinoma, and Adenoid Squamous Cell Carcinoma.
The performance of CNN model 2 is presented in Table 1.2.

In the third CNN model, five convolutional layers proceeded by five max
pooling layers have been used. The image is resized into 254 × 254 × 3.
For training and testing the image is resized into 254 × 254 × 3. In the First

Table 1.2 Performance evaluations for CNN Model 2
Cell
Classification Precision (in %) Recall (in %) F-Score (in %) Accuracy (in %)
Verrucous Squamous
Cell Carcinoma

88.00 96.00 92.00 96.77

Adenoid Squamous
Cell Carcinoma

88.00 91.00 89.00 95.97

Spindle Cell
Carcinoma

76.00 90.01 83.19 93.55

AdenoSquamous
Cell Carcinoma

80.00 71.00 75.00 89.52

Papillary Squamous
Cell carcinoma

96.00 83.21 89.00 95.16
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Table 1.3 Performance evaluations for CNN Model 3
Cell
Classification Precision (in %) Recall (in %) F-Score (in %) Accuracy (in %)
Verrucous Squamous
Cell Carcinoma

80.00 99.86 89.00 96.03

Adenoid Squamous
Cell Carcinoma

84.00 91.00 88.00 95.24

Spindle Cell
Carcinoma

88.00 92.01 90.19 96.03

AdenoSquamous
Cell Carcinoma

92.00 80.00 86.00 93.65

Papillary Squamous
Cell carcinoma

99.85 86.00 93.00 96.83

Convolutional Layer, 32 filters have been convolved to the input image and
this yields 896 parameters. Maximum pooling and ReLU are used for the
initial convolutional layer. In the second Convolutional Layer, the same 32
filters, have been used which yield 9248 parameters. In the Third Convolu-
tional Layer, 64 filters have been utilized; they yield 18,496 parameters. In the
fourth Convolutional Layer, the same 64 filters have been used which yield
36,928 parameters. In the fifth Convolutional Layer, the same 64 filters have
been used which yield 147,520 parameters. Maximum pooling and ReLU
have been used for all the Convolutional Layers. Finally, they are flattened,
2304 feature dimensions are obtained and these are fed into the Dense Layer.
For testing the input image of size 254 × 254 × 3, microscopic images are
given for prediction. The prediction of classes is computed, based on Keras
model prediction analysis. The prediction matrix is given to the five classes,
namely, Verrucous Carcinoma, Spindle Cell Carcinoma, Papillary Squamous
Cell Carcinoma, Adenosquamous Cell Carcinoma, and Adenoid Squamous
Cell Carcinoma. The performance of CNN model 3 is presented in Table 1.3.

1.3.2 Comparative Result Analysis

The result attained by the different CNN models with different layers and
different filters is analyzed. From the results, it is analyzed that model 3 gives
the best accuracy of 96.83% when compared to model 1 and model 2, where
models 1 and 2 have an accuracy less than 96%. The graphical representation
of comparison of all three models in identifying and classifying the variants
of OSCC is represented in Figure 1.4.
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Table 1.4 Classification results of different CNN Models of OSCC
Histopathological
Variants
of OSCC CNN Model 1 (in %) CNN Model 2 (in %) CNN Model 3 (in %)
Verrucous Squamous
Cell Carcinoma

92.90 96.77 96.03

Adenoid Squamous
Cell Carcinoma

92.00 95.97 95.24

Spmdle Cell
Carcinoma

95.20 93.55 96.03

AdenoSquamous
Cell Carcinoma

90.40 89.52 93.65

Papillary Squamous
Cell carcinoma

92.80 95.16 96.83

Figure 1.4 Classification results of different CNN models.

Based on the classification results between the three models, CNN model
2 shows the highest accuracy of 96.77% for Verrucous Squamous Cell Car-
cinoma, CNN model 2 shows the highest accuracy of 95.97% for Adenoid
Squamous Cell Carcinoma, CNN model 3 shows an accuracy of 96.03%
for Spindle Cell Carcinoma, 93.65% for AdenoSquamous Cell Carcinoma,
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and the highest accuracy of 96.83% for papillary Squamous Cell Carcinoma.
Based on the result, it is evident that compared with CNN model 1 and CNN
model 2, CNN model 3 outperforms the other two models.

1.4 Conclusion

This chapter aims at developing an effective deep learning model to iden-
tify the histopathological variants of Oral Squamous Cell Carcinoma. The
work mainly focuses on detecting the affected cells at the earlier stages by
using deep learning technique. A convolutional neural network model with
different filter and parameter size is proposed. The proposed three models
classify the Histopathological variants of OSCC into Verrucous Squamous
Cell Carcinoma, Adenosquamous Cell Carcinoma, Adenoid Squamous Cell
Carcinoma, Papillary Squamous Cell Carcinoma, and Spindle Cell Carci-
noma based on morphology of the cell. A real time dataset has been used
to evaluate the performance of the proposed models. Based on accuracy,
precision, recall and F-Score of the three models, model 3 shows highest
accuracy of 93.65% to 96.83% when compared to model 1 and model 2. The
outcome of the proposed work concludes that convolutional neural networks
give satisfactory results in classifying the histopathological variants of OSCC.
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Abstract

Natural Language Processing (NLP) is a method used to describe the rela-
tionship between machines with human language. This chapter describes
an online voice-based test for the physically disabled applicants. To extract
the data from the candidates through learning, a new process called voice
recognition using NLP is implemented and through which speech is trans-
formed into text format. The machine will store a text document detailing the
actual response. The text format is correlated with text documents using the
Spacy algorithm, and both responses do not need to be the same word-by-
word. Mark will be distributed on the grounds of the similarity between the
two sentences.

Keywords: NLP Algorithm, Speech to Text Conversion, Voice Recognition.

2.1 Introduction

Understanding and representing the human language is a difficult task,
because it is a discrete system and it has ambiguity due to the complexity
of the language’s expression and interpretation [14]. There is a need to
implement a new technology that eradicates the process’ difficulty. Natural
Language Processing (NLP) is a branch of artificial intelligence that deals

15
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with human and machine interactions with the use of natural language [13].
It is a computer program’s capacity to recognize the human language spoken
and to perform various tasks, such as answering questions, reading text, eval-
uating emotions, marking expression, and generally understanding speech.
Data analysis using linguistic tools is the possibility of creating a high-
performance NLP system [1]. NLP also verifies that the resulting sentence
is spoken after the recognition of expression [2]. NLP also made it possible
for industries to process more accurate and automated processing of speech
and text [3, 19].

Voice recognition is a hardware tool or a program capable of interpreting
the human voice and converting them into machine-readable format. In sim-
ple terms, it is the process through which a system can comprehend natural
language [4, 15]. Speech-based systems are much friendlier, comfortable,
and more accessible than the type-in based method [11]. The use of NLP
is not only limited to chat or text interfaces but has also arisen as a leading
speech recognition tool [16]. Complex speech patterns can also be recognized
at a decent speed and can be converted into its text format with the help of
NLP [5]. Semantic identification is also essential for an effective speech to
text conversion that can be accomplished by NLP [6]. The integration of
speech technology and Internet technology makes voice communication a
new area of research [7].

Persons with benchmark disabilities such as blindness, locomotors dis-
ability, or a cerebral palsy are provided with the facility of using a scribe or a
reader on the production of a certificate to the effect that the person concerned
has physical limitation to write, and a scribe is essential to write the exami-
nation on their behalf. On such conditions, the candidate has the discretion of
opting for a scribe at his own cost or may request the examination body for
the same, which includes meeting the scribe two days before the examination
for verifying whether the scribe is suitable or not.

The next step involves the evaluation process, which includes three stages.
In the first stage, an examiner evaluates all the exam papers and allocates
mark manually. The next step involves a first level moderator who re-
evaluates 10% to 20% of the answer sheets evaluated by the initial examiner.
The third stage involves a second level moderator who re-evaluates 5% of
the answer sheets evaluated by the first level moderator. If there is any
difference in the valuation of the paper, changes are made. To overcome these
complications, a voice recognition system using NLP is introduced.
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2.2 Proposed System

In this section, the proposed recognition system is described. Voice
recognition system upon which Google API acts as platform. It is inbuilt
for pre-processing, segmentation, feature extraction, classification, and
recognition. The schematic diagram of the proposed system is shown
in Figure 2.1.

2.2.1 Automatic Speech Recognition

It is a kind of technology that provides human beings to use their voice to
speak with the machines like computer interface, which resemble a normal
human, begins conversation. Real-time streaming or pre-recorded audio sup-
ports the audio input from an application’s microphone and it can be streamed
or sent from a particular pre-recorded audio file.

Figure 2.1 Proposed method.
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Figure 2.2 Framework of language technology and speech recognition.

2.2.2 Auto-detect Language

This application detects the language spoken by the person by using Google
API, automatically. The General Framework of language technology and
speech recognition is shown in the Figure 2.2.

2.2.3 Syntactic Analysis

The Syntactic analysis premiere checks the grammatical reliability of each
word. For grammatical information, researchers use part-of-speech (POS)
usually. But here, we did not use it because POS needs lots of time and
memory and what’s more; sentences after Speech Recognition are different
from normal correct text in that it may be wrong sentences that have illegal
POS usage.

2.2.4 Semantic Analysis

The Semantic analysis premiere checks the capability of a word to illuminate
the meaning of the sentence. Normally, there are more than one word in a
sentence. Some of them are used mainly to construct the sentence, which
are functional words, such as imperative words, pronouns, quantifier words,
auxiliary words, etc. Other words are mainly used to illuminate the meaning
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Figure 2.3 NLP algorithm.

of a sentence. Integration of the two kinds of words could make a good
sentence.

2.2.5 Pragmatic Analysis

The Pragmatic analysis premiere checks the harmony degree between a word
and its surrounding environment for a given goal.

In this proposed method, we use the advanced NLP algorithm to find
the meaning of the sentence by using the abovementioned techniques and
comparing it with the output obtained from the speech to text conversion and
it approves the existing method. The NLP algorithm schematic diagram is
shown in Figure 2.3.

2.3 Experimental Results

The recognition system has been implemented in the computer using Google
API. The audio is recorded live and speech to text conversion method is used.
Then the text is compared with the text documents of the original answer
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paper. In this method of speech to text conversion using Google API, the
features involved are powered machine learning algorithm, recognition of
many languages, automatic identification of spoken language, speech adap-
tation, noise robustness, and model selection. Using the NLP algorithm like
Spacy, the text from the speech and the text in the documents are compared.
This proposed method is implemented with many inputs with different voices
and the output is obtained. The advantage of this method is that all the
speaking words by the candidate will be able to appear on the display screen.
Its highly accurate based on the speech recognition tools.

Table 2.1 indications the Speech to text characteristics for the perfor-
mance of the speech to text conversion. Table 2.1 indications the Speech to
text characteristics for the performance of the speech to text conversion.

The input is given to the computer through means of voice, the speech
to conversion process is done, and text is displayed in the PC. Once the
candidate confirms the text sentence then it is sent to the file that holds all
the original answers in the text document.

Table 2.1 Speech to text characteristics

Characteristics Remark

Open Source Yes

Features Good

Training Easy

Performance Good

Usage Fair

Accuracy 99%

Figure 2.4 Input to the system.
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Figure 2.5 Text document.

The output from the speech to text conversion is given as the input to text
documents that compares the text sentences with the answer in the file and
evaluates the marks. The Output Screen Text document is shown in Figure 2.5

Once the marks are evaluated, then the system renders a response message
to the candidate to proceed with the further question. The Output Screen for
the given input is shown in Figure 2.6

Figure 2.6 Output screen.
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2.4 Conclusion

A simple voice recognition system for physically challenged students using a
new concept of voice recognition using NLP algorithm is proposed. Experi-
mental results show that the voice recognition method with NLP method yield
good recognition of 98.75% with 50 test cases and it produces 96.45% with
200 test cases. The result obtained and presented in this paper shows that
the voice recognition system using NLP method is better than the manual
method that exists. This proposed method with API is suitable for many
applications like voice-based ordering system in hotel and online interview
with computers. The other applications, which are discussed in this paper, are
work in progress.
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Abstract

A systematic analysis of artificial intelligence-based computer-aided diag-
nostic (CAD) systems for analyzing chest X-rays for diagnosing pulmonary
tuberculosis (TB) is carried out in this paper. Tuberculosis (TB) is a transmis-
sible disease that is one of the top 10 causes of death globally. In TB-affected
countries, there is a strong need to improve care and screening. The four
major areas in the literature on CAD system analysis of chest radiographs are:
(i) pre-processing techniques, (ii) image segmentation, (iii) feature extraction,
and (iv) classification. A detailed survey of the development of various phases
of CAD programs for the diagnosis of TB is presented in this paper. The
development of CAD systems aids in the early detection of TB.
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Keywords: Chest X-ray Imaging, Pulmonary Tuberculosis, Computer-Aided
Diagnosis, Machine Learning, Automated Screening.

3.1 Introduction

Since the 1970s, researchers have been developing computer-aided diagnostic
(CAD) systems to help in the identification of tuberculosis (TB) during
the screening phase [1]. CAD systems have an automated detection system
which can be used to assist radiologists in remote areas [2]. Recent advances
in artificial intelligence (AI) research and techniques have resulted in major
changes in automatic machine image recognition [3]. CAD systems uses arti-
ficial intelligence to identify abnormalities in radiological images, alleviating
the shortage of radiologists, especially in developing countries [4, 5]. For the
identification of breast cancer [7], Alzheimer’s disease [6], skin lesions [8],
neurological disorders [10], and lung cancer [9], CAD systems are widely
used. The two most commonly applied AI methods for developing CAD
systems capable of analyzing Chest X-ray (CXRs) are Machine Learning
(ML) [11] and Deep Learning (DL) [12].

With the advancement of science and technology, as well as the emer-
gence of medical imaging modality, the analysis and interpretation of medical
image data has become more complicated for radiologists [13]. When bac-
teriological tests fail to provide a satisfactory result, radiology becomes
critical [14]. TB is caused by the bacterium Mycobacterium tuberculosis.
Cough, weight loss, night sweats, fever, exhaustion, anorexia, and chest pain
are all common symptoms of active TB [15]. The World Health Organiza-
tion (WHO) recommends high-quality CXR images and laboratory-based
diagnostic testing for early TB diagnosis and to minimize the TB detection
gap [16].

CXR is an important method for routine screening of patients with TB
symptoms and identifying the need of microscopic sputum examination,
according to WHO. The majority of people with TB symptoms are assessed
using a CAD method to analyze their CXR. By checking CXR images,
referring to people for a bacteriological test is shown in Figure 3.1.

Medical imaging acts as a powerful tool to gain knowledge of the
anatomy and function of an organ, other than the diagnosis of diseases.
Image-processing approaches on medical imaging combined with machine
learning techniques lead to CAD systems [18]. While TB disease is
most commonly associated with the lungs, it can affect any organ system
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Figure 3.1 Chest radiography (CXR) with computer-aided detection (CAD) used as a triage
test [17].

in the body. Chest radiography (CXR) is an effective method for monitor-
ing and screening pulmonary TB [19]. The initial scan for an unidentified
cough is a CXR posteroanterior (PA) picture of the lung. Pneumothorax,
pulmonary consolidation, pleural effusion, nodules, invasion, atelectasis,
emphysema, and cardiac hypertrophy are all diseases that CAD systems
can detect in CXR [20]. The anatomical structure of the chest is depicted
in Figure 3.2.

The ML-based CAD system has the following phases: (i) preprocessing,
(ii) segmentation, (iii) feature extraction, and (iv) classification. We describe
all the phases of the CAD system in the following sections. In these systems,
first, the image is preprocessed to improve image quality, then the region of
interest (ROI) is segmented and the features are extracted from the ROI using
handcraft methods. Extracted feature is vector fed to the classifier where CXR
is classed as normal or abnormal [21].

Figure 3.2 (a) Chest anatomy, (b) A healthy chest X-ray image, (c) Tuberculosis with
multiple cavitation’s CXR images.
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3.2 Pre-Processing

A CAD system usually applies a series of preprocessing steps to an input
image [22]. For CAD systems, unprocessed images are not suitable for
processing because of poor contrast, sensor noise, and superimposed anatom-
ical structures. The quality of preprocessing steps further affects the subse-
quent systems. The main aim of preprocessing is to enhance image quality
and suppress different anatomical structures so that nodules and opacities
become easily detectable. Different preprocessing steps of an X-ray image are
image enhancement, anatomical noise suppression [23], bone suppression,
edge sharping, filtering [24], and image subtraction techniques.

Histogram equalization is the common image enhancement technique,
which adjusts image intensity values, frequent intensity values of the image
pixels are spread out to enhance the contrast of the image. Different histogram
equalization techniques are constrained with local histogram equalization
[25, 26], gray-level histogram equalization [27], and adaptive histogram
equalization [28] and have been employed for increasing the quality of
the CXR image. Other enhancement techniques such as the piecewise lin-
ear model, energy normalization technique, and transformations based on
wavelet [29, 30] were proposed in the literature. Bone suppression is a
preprocessing technique used to remove ribs and clavicle structures. The
authors have proposed a rib subtraction technique based on the local PCA-
based shape model of the rib profiles [31]. The effect of rib suppression on
the classification performance of a CAD system for TB detection is evaluated.

3.3 Segmentation

Segmentation means the image is divided into related regions. Depending
on the level of the feature extraction, segmentation can be methodically
classified into four categories: (i) rule-based, (ii) pixel classification-based,
(iii) deformable model-based, and (iv) hybrid methods.

3.3.1 Rule-Based Algorithm

The rule-based algorithm consists of a certain series of steps and adjustable
parameters to segment the lung region. The authors proposed a CAD sys-
tem for automated lung segmentation using Global and Local gray level
Threshold-based approach [32] in digitized posteroanterior CXR. In [33], the
authors proposed the edge detection with the first derivatives of the image to
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extract the ROI besides applying the iterate contour smoothing algorithm to
smooth the lung boundary in lung segmentation.

3.3.2 Pixel Classification

Pixel classification is a classical segmentation algorithm that works based on
pixel intensity. Each pixel is classified to be inside or outside the lung fields
by the classifier. For this, it uses a large amount of annotated data for training
classifiers. Mcnitty-gray et al. [34] proposed a lung segmentation method
using a neural network-based classifier for the classification of anatomical
classes based on local features of the CXR image. Vittitoe et al. [35] proposed
the Markov random field model for the segmentation of the lungs by using
textural and spatial information of the lungs.

3.3.3 Deformable Models

Deformable models used for lung segmentation are divided into two cat-
egories, namely, parametric and geometric models. Active Shape Model
(ASM) and Active Appearance Model (AAM) are parametric models applied
for the segmentation of the lung region [36]. ASM was first proposed by T.F.
Cootes [37] by developing a hand-annotated set of images. With the marking
of landmark points based on the training set of images, new shapes suitable to
the test image are created. T.F. Cootes [38] further changed the original algo-
rithm to find optimal landmark points to fit the shape variability of the lungs.
Xu et al. [39] proposed a Gradient vector flow ASM to segment the lung
field. Active shape and appearance models have limitations because of the
shape of rib cage edges, initial model assumptions, and internal parameters.
The authors used the ASM technique to segment the lung fields [40].

Graph cut and level set methods are geometric models. The graph
cut model minimizes the objective function for the segmentation of the
lungs [41]. The objective function is modeled mathematically. If a binary
vector f = {f1, f2, f3 . . . fp, . . . fn} whose components fp corresponds to
(fg) foreground and (bg) background labels assignments to pixel p ∈ P ,
where P is the set of pixels in the X-ray image, and N is the number of
pixels. The objective function E(f) was defined as:

E(f) = Ed(f) + Es(f) + Em(f) (3.1)

where Ed, Es and Em are the data, smoothness, and lung model properties
of the X-ray image respectively. By using a fast implementation of the
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min-cut/max-flow algorithm, the objective function for the optimal configu-
ration of f is minimized. The minimum objective function separates the input
CXR image into the foreground (lung)/background configuration.

3.3.4 Hybrid Methods

Hybrid methods perform better by combining several techniques. The pro-
posed hybrid method combined the rule-based algorithm with a pixel classi-
fication algorithm [42]. Three hybrid models were proposed in combining
ASM, AAM, and pixel classification schemes by majority voting [43].
In [44], the authors proposed a non-rigid registration-driven robust lung
segmentation method for CXR images. This method was used for lung
segmentation in TB detection process [45–48].

3.4 Feature Extraction

Textural features are developed for explaining honeycomb-structured lung
tissue from an X-ray image. For computing texture features from the X-ray
image, different procedures are used. Texture features can be extracted from
the gray level distribution of intensity values of an image. Statistical feature
extraction methods are used for texture analysis. In literature, the shape and
texture descriptors used in TB detection are described below.

3.4.1 Histogram Features

Intensity histogram is a first-order statistical feature, which provides infor-
mation about the distribution of gray levels in the image. The probability
distribution of intensity values in the image is P (i), where

P (i) =
Number of pixels with gray leveli

number of pixels in the image
=
N(i)

M
(3.2)

The four first-order histogram statistical features Mean, Variance, Skewness,
and Kurtosis are obtained from Intensity histogram [49, 50].

Mean : µ =

N−1∑
i=0

iP (i) (3.3)

V ariance : σ =
N−1∑
i=0

(i− µ)2P (i) (3.4)
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Skewness : s =

N−1∑
i=0

(i− µ)3P (i) (3.5)

3.4.2 Shape Descriptor Histogram

Shape descriptor for Lung region is defined as

SD = tan−1

(
λ1
λ2

)
(3.6)

where λ1 and λ2 are the Eigenvalues of the Hessian matrix.

3.4.3 Curvature Descriptor

Curvature descriptor describes curvature properties of lung image and is
expressed as

CD = tan−1

( √
λ21 + λ22

1 + I (x, y)

)
(3.7)

with 0 ≤ CD ≤ π
2 , where I(x, y) denotes pixel intensity.

3.4.4 Local Binary Pattern (LBP)

LBP was originally proposed by Ojala et al. in 1996 [51]. LBP combines
structural methods and statistical methods. The LBP method represents a
binary pattern for each pixel in an image. The LBP codes are calculated as the
gray level of the central pixel can be considered as a threshold and compared
with the eighth-pixel values of the neighborhood [52]. The pixel threshold
value is multiplied by the weights and summed up to get a single value. An
LBP code is 0 or 1. The codes are ranging from 0 to 2L − 1. It is formulated
as the following Equation (3.8) and (3.9):

LBPLR(Ic) =
L−1∑
L=0

S(x)2L (3.8)

S(x) =

{
1 ifx ≥ 0

0 otherwise
(3.9)

where x = IN − Ic, IN = Intensity of neighborhood pixel within a circle,
IC = Intensity of central pixel within a circle, L = Neighboring pixels are
on a circle, R = Radius of circle. Authors have used LBP feature for TB
detection from x-ray images [46, 47,53–55].



32 Detection of Tuberculosis Using Computer-Aided Diagnosis System

3.4.5 Histogram of Gradients

Histogram of Gradients (HOG) can provide the edge direction by extracting
the gradient and orientation of the edge. HOG features were used for local
object detection in a CXR image [46–48,55–57]. This approach has been used
to split a CXR image into small cells, measure the HOGs for each cell and
provide a descriptor. The descriptor generation is composed of four major
steps: (i) Computing the gradient image in x and y, (ii) Computing gradient
histogram, (iii) Normalizing across blocks, and (iv) Flattening into a feature
vector.

For each cell, the gradient was calculated. Gradients are small change in
x and y directions. x and y derivatives of an image Ix and Iy are computed
by using the convolution operation Ix = I ∗Dx and Iy = I ∗Dy.

where Dx = [−1 0 1], Dy = [−10 1]T . Gradient magnitude and
orientation are calculated by the following Equations (3.10) and (3.11).

|G| = I2x + I2y (3.10)

θ = tan−1 Ix
Iy

(3.11)

3.4.6 Gabor Features

Gabor wavelet transform Gmn(x, y) [56] for an image f(x, y) is

Gmn(x, y) =

∫
f(x, y)g∗mn(x− x1, y − y1)dx1dy1 (3.12)

g∗mn Represents complex conjugate of g(x, y).

gmn(x, y) = α(x
′
, y

′
) 0 ≤ m ≤M − 1, 0 ≤ n ≤ N − 1 (3.13)

where x
′
= α−m(xcosθ+ysinθ), y

′
= α−m(xsinθ+ycosθ) and θ = nπ

k k,
is the total number of orientations.

The µmn and σmn are the magnitudes of Gabor wavelet transform
coefficients and are expressed as:

Mean µmn =

∫∫
|Gmn(x, y)| dxdy (3.14)

Standard deviation σmn =

√∫∫
(|Gmn(x, y)| − µmn)2 dxdy (3.15)

These are used for representing regions for classification and for retrieving
images.
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3.5 Classification

Support Vector Machine (SVM) was proposed based on the statistical learn-
ing theory [59]. SVM aimed to identify a hyperplane that separates the
two classes of data points with a maximal separation margin that serves
as the boundary for decision [60]. SVMs are another class of machine
learning algorithms and have received considerable recognition in the TB
detection literature [45, 47, 54, 56, 57,61–63]. TB detection is a two-class
classification problem.

Given a training dataset has m training examples with labeled Instance
pair {(xi, yi), i = 1, 2, . . .m} xi ∈ Rn and yi ∈ {−1,+1} [64]. The goal
is to construct decision function (classifier) f(x) that accurately classifies the
labels of unseen data and minimizes the classification error. So the decision
function is defined as

f (x) = wx+ b (3.16)

where w is a vector that is perpendicular to the hyperplane, and b specifies
the offset value. For each training example, xi the function f(xi) ≥ 0 for
yi = +1 and f(xi) < 0 for yi = −1. The hyperplane or decision boundary
to separate the classes is f(x) = wx + b = 0. For a training dataset,
there are many hyperplanes to separate the two classes. The main aim of
the SVM classifier was to separate the two classes of data points in which
hyperplane has a maximum margin between the two classes. Finding the
optimal hyperplane is the same as the optimization problem of the quadratic
function. This optimization problem is handled by the Lagrange function L
and Lagrange multiplier αi.

L(w, b, α) =
1

2
‖w‖2 −

m∑
i=1

αi(yi((xi · w) + b)− 1) (3.17)

By using Karush–Kuhn–Tucker conditions, ultimately the decision function
written as

f(x) = sgn

(
m∑
i=1

yiαi(x · xi) + b

)
(3.18)

For linearly non-separable case, it is necessary to introduce an additional
scale variable ξi (ξ ≥ 0)

yi((wi · xi) + b) ≥ 1− ξii = 1, 2 . . . .m (3.19)
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Figure 3.3 A CNN architecture using LeNet.

The vector w determines the optimal hyperplane

min φ(w, ξ) =
1

2
‖w‖2 + C

m∑
i=1

ξi (3.20)

where C is a user-defined parameter that controls the trade-off between the
margin and the slack penalty. For non-linear classification, Kernel functions
are used [65, 66].

Deep learning is a new and rapidly emerging area that provides excellent
solutions to a variety of CAD problems. In the field of radiology, DL has
quickly become the technique of choice [41]. Deep Convolutional Neural
Networks (CNNs) have been instrumental in the extraction of features for
TB disease identification and classification of CXR images as normal or
abnormal. For TB detection, several different CNN variants have been sug-
gested, including LeNet [67], AlexNet [68], GoogleNet [69], VGGNet [70],
DenseNet [71], ResNet [72], and R-CNN. Convolutional layers, subsam-
pling/pooling layers, and completely linked layers are typical components of
CNN models. Figure 3.3 shows basic CNN architecture for TB classification.

3.6 Discussion

This paper reviews and summarizes research papers on TB detection from
CXR images using CAD systems published between 1999 and 2020. Artifi-
cial Neural Networks (ANNs) are used to construct CAD systems because
they perform better in Pattern Recognition problems. When it comes to
prediction of outcomes, Neural Networks outperform traditional statisti-
cal approaches. A comparison sheet is created in Table 3.1, summarizing
machine learning and deep learning-based CAD systems
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Table 3.1 Summary of machine learning and deep learning-based CAD systems

(Continued)
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Table 3.1 (Continued)

The authors developed a General Regression Neural Network (GRNN)
using clinical and radiographic information to predict pulmonary TB [73]. In
[74], an algorithm is proposed for the enhancement of CXR images of TB
patients using a fuzzy-based enhancement technique. For segmentation, the
authors use a Fuzzy Kohonen Neural Network. In [75], continuous wavelet
transforms are used on CXR images to extract the features. Wavelet trans-
forms divide the CXR image into low- and high-frequency components. For
the identification of TB in a CXR image, the authors used a statistical analysis
clustering method on these features.

Arzhaeva et al. [76] proposed a first CAD system focused on the clas-
sification of weakly labeled images using Multi-valued Dissimilarity-Based
classification (MVDB). Shen et al. [77] proposed a hybrid knowledge-guided
detection technique for TB cavity detection. Firstly, automatic initialization
of suspected cavity’s detection is done. Then, these cavities are segmented
out by Bayesian classifier using Gradient Inverse Coefficient of Variation
(GICOV) and M circularity measure features. This method has an accuracy
of 82.35%.

Jaeger et al. [61] proposed an inexpensive TB detection system method
using combined lung masks on posteroanterior CXR images. The authors first
segmented the lung field by combining intensity mask, log Gabor mask, and
statistical lung model mask and then extracted shape, texture, and curvature
features. The authors also use SVM as a classifier to identify normal and
abnormal CXR images and obtained AUC of 83.12%. Jaeger et al. [45]
described an automated screening method for CXR to detect TB. Graph cut
segmentation method was used to extract the lung region and then shape and
texture features were computed so that the binary classifier can classify two
data sets of CXR images into normal and abnormal.
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Melendez et al. [78] presented an X-ray based CAD system combined
with clinical information for TB screening. For this, the authors introduced
ML-based combination framework, which was evaluated using a patient
record consisting of CAD score computed from X-ray image and 12 clinical
features. The authors showed that the performance of combined CAD and
clinical information based on TB detection was better than the individual
strategies. Ding et al. [46] developed a local–global classifier fusion method
for abnormality detection in CXR images.

Jeyavathana et al. [47] introduced LHTGF (LBP, HOG, Tamura, and
Gabor filter) feature extraction method of TB detection on CXRs. The
authors combined Gabor features with LBP, HOG, and Tamura features to get
LHTGF feature extraction method which uses a multi-class SVM classifier
for classification of X-rays. Using the LHTGF feature extraction method
authors got 93.4% accuracy in Montgomery dataset and 89% accuracy in
the China data set. In this work, [79] authors have attempted to extract
the features from CXR images using the Bag of Features (BoF) approach
with Speeded-Up Robust Feature (SURF) keypoint descriptor. Multilayer
Perceptron (MLP) classifier is implemented for categorizing the images as
normal and TB CXR images from BoF.

In remote and resource-constrained areas, CAD systems are critical for
enhancing the diagnostic effectiveness of CXRs for TB screening. Our
research shows that to accurately detect TB on CXR images, a CAD frame-
work based on DL algorithms is needed. The method of automated feature
extraction is the key benefit of using deep learning over other methods. In the
identification of TB, CNNs are a promising method for CAD systems.

3.7 Conclusion

This paper explored a variety of image processing techniques for TB detec-
tion in CXR images, including preprocessing, segmentation, and feature
extraction techniques. CAD systems are designed to detect and locate tuber-
culosis (TB) through a thorough examination of CXR images. However,
the World Health Organization (WHO) has not approved any of the CAD
systems for TB detection. For the WHO to approve the use of CAD in TB
detection, more evidence is required [86]. This paper’s systematic analysis of
TB detection emphasizes the need for further research into CAD programs
that use CXR for TB detection. AI-based CAD systems are expected to play
a critical role in TB detection [87].
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Abstract

Forecasting a parameter of interest in the time series data, based on the past
values helps resource optimization in case of sensor networks, or to meet
the demand of the society in case of analyzing essential commodity time
series data or it helps in better analysis of a company value in near feature
based on the revenue generated in the past. Auto Regression Integrated
Moving Average (ARIMA) model is used to predict the future value of
energy dissipation in case of sensor network, product, sales, share market
fluctuation, essential commodity, etc. Facebook Prophet model is launched
by Facebook which is an open-source library which can be used to analyze
data which shows the variation in trend and seasonality. In this article, the
number of passengers using aircraft is predicted using the ARIMA model
and the Facebook Prophet model. Both the model performs well for the data
considered and in ARIMA model, choosing the fundamental parameter for
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analysis of the data is challenging as compared to Facebook Prophet model
as the latter uses in-built library function to ease the task.

Keywords: ARIMA, Forecasting, Facebook Prophet.

4.1 Introduction

ARIMA model is preferably used for analyzing the time series data and
thereby forecast the future value. ARIMA model is a combination of Auto
regression, Integrated, and Moving average models and hence abbreviated as
ARIMA. Time series analysis of data is considering the parameter of interest
in a data with respect to time like price of the commodity, weather condition
over a year, variation of the stock price over certain period of time, etc. It also
can be used in the analysis of the medical data like analyzing and predicting
the heartbeat of a patient. Thereby, the application of time series analysis
helps the industries to predict future growth or income of the organization,
predicting the fluctuation of the stock price, analyzing the past data, and
expecting its performance in the near future.

The time series analysis also helps in predicting the future demands of
the commodity based on the trends pattern of the past, and thereby necessary
planning can be done well in advance to meet the demand. This way, the
essential needs of the society are always kept in track and necessary action
can be taken to ensure that the requirement of the future can always be
fulfilled. The time series analysis plays a major role in the block chain
technology and is used by all major e-commerce technological giants like
Amazon and Flip kart.

Facebook recently launched Prophet which is an open-source library
which works well for the time series data. The key features of this model lie in
handling the data with outliers and missing values. It can work efficiently with
seasonality data involving the holidays and thus making it as a good choice
for predicting the future value for time series analysis. The air passenger
data from Kaggle is used here and the analysis is carried out with traditional
ARIMA model and the same data is used for analysis using the Facebook
Prophet model.

Some of the literatures are discussed as follows. Edgar S et al. used
the probability and statistics over the data to predict future data [1].
Bendong Zhao et al. performed the time series analysis using Convolutional
Neural Network (CNN) using the convolution and the pooling mathematical
functions. The method also overcomes the effect of noise component [2].
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Bin Yang et al. used a complex valued ordinary differential equation function
for analyzing the time series data. The convergence speed of the proposed
function is found to perform better than the standard techniques such as
particle swarm optimization and crow search algorithms [3]. Zhengxin Li
et al. designed a framework to check the similarity in the data which involves
two stage analysis. The first stage involves analysis of the data to find out the
series which is dissimilar and in the second stage more emphasis is carried
out to reduce the computational cost [4].

Dio Li et al. used the bike sharing system data and it concentrates
in reducing the dimension of the data by using a clustering technique to
group the data set which have the similarity. The proposed algorithm also
eliminates the effect of random noise [5]. Jin Fan et al. proposed an encoder–
decoder framework where the data is gathered continuously with the help
of sensor and the data is analyzed and the effect is made to understand the
real time interaction [6]. Fagui et al. proposed an algorithm which mainly
concentrates on two challenges faced by multivariate time series forecasting.
The challenges are reducing the effect of the noise in the data and to predict
the future data. The proposed algorithm has three stages and the first stage
involves the decomposition of the data and the second stage involves analysis
of the decomposed data and finally the last stage is ensemble [7].

Billy Tanuwijaya et al. proposed a neutrosophic hesitant fuzzy algorithm
for predicting the future data in the time series analysis. The result shown
the predicted value has less root mean square value [8]. Ya-nan wang et al.
proposed an algorithm to check for any anomaly detection which find its
application in cyber security. The algorithm uses the time series data to pre-
dict any anomaly detection in the network [9]. Chao Meng et al. concentrated
in detecting the outlier in the time series data from real time system like
sensor network, real time environmental data, etc. [10]. Zheng Zhang et al.
proposed a time-adaptive optimal transport function which is an alternative to
dynamic time wrapping and it works well on multiple datasets [11]. Federico
Succetti et al. uses a different classification with deep neural network (DNN)
to predict the photovoltaic energy and the application of the model helps in
predicting the data for real time application and thus optimize the energy
saving [12].

Burak Berk Ustundag et al. proposed a wavelet neural network for pre-
dicting the future data for the time series analysis. An additional network
is also used to find out the main error and with this knowledge the overall
error can be analyzed and corrected appropriately [13]. Tao Huamin et al.
proposed a method to find out the missing values in the time series data
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using the appropriate technique. Since the missing values are not dropped,
the analysis give more accurate results [14]. Fang-Mei Tseng et al. combines
well known ARIMA and the neural network technique to predict the seasonal
time series data. It is found that the error in predicting the data is reduced due
to the combination of two models [15]. G. Peter Zhang proposed a hybrid
model which involves both ARIMA and Artificial Neural Network (ANN) to
predict the time series data. The advantage of this method is in predicting the
time series data with better accuracy [16].

Gnacio Medina et al. present an application named Prophet. It is a web-
based tool for prediction of time series data. The tool classifies the data into
train data and test data and based on the training it will predict the result for
any unseen data [17]. Toni Toharudin et al. proposed a hybrid long short-
term memory and a Facebook Prophet model to predict the time series data
for air temperature. The significance of Facebook Prophet model is that it
can overcome the missing values in the data and can be used for analyzing
the seasonal data and more importantly, it is open source [18]. Resa Septiani
Pontoh et al. proposed a hybrid model consisting of Facebook Prophet and
a feed forward neural network model. The main advantage of using the feed
forward neural network is that it can handle huge real time data [19]. Mashael
Khayyat et al. used Facebook Prophet and Python programming in predicting
the Covid outbreak [20]. Miroslav Navratil et al. used the same Facebook
Prophet model for analyzing the future forecast in the business [21].

4.2 Arima Model

The Moving Average (MA) model is used for predicting the value of the
parameter for the time series data and it works good for the seasonal data.
The MA models use the error value in the previous prediction and forecast the
future value. The MA models can also be categorized as MA(1) and MA(2)
based on the number of error values it takes to predict the new forecast. The
advantage of this method is in predicting time series data with better accuracy
in the previous forecast. Unlike the MA model in the Auto Regression (AR)
Model, the forecast is done based on the past values of the parameter of
interest. The linear combination of the past values is used to predict the future
value.

The predicted value f
′

for MA(1) and MA(2) model is represented by the
Equations (4.1) and (4.2) respectively

f
′
= m+ θ1εt−1 (4.1)
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f
′
= m+ θ1εt−1 + θ2εt−2 (4.2)

Were εt−1, εt−2 represents the error in the previous forecast. Similarly, the
MA n-th model is represented by the Equation (4.3)

yt = c + εt + θ1εt−1 + θ2εt−2 + · · ·+ θnεt−n (4.3)

The AR model of order n can be represented as shown in the Equation (4.4)

yt = c + φ1yt−1 + φ2yt−2 + · · ·+ φpyt−n + εt (4.4)

Were yt−1, yt−2, yt−n represent the past predicted values and εt represents
the overall error in the model. And the ARIMA model is represented by the
Equation (4.5)

yk =
k−1∑
i=1

(Zk−i + yn) (4.5)

were yn is the last data which is available and Zk−i represents the difference
of data at two instances of time.

The model which integrates both AR model and MA model to predict the
parameter of interest is called as the ARIMA model. The ARIMA model thus
has three parameters: the first parameter is denoted by the letter ‘p’ indicating
the order of Auto regression term, the second parameter is denoted by the
letter ‘q’ which indicates the order of moving average term, and the final
term is denoted by the letter ‘d’ and it is a number indicating the differencing
required to make the time series stationary. It has to be noted that the data
which has to be processing through the ARIMA model has to be checked for
stationarity. If the data is not stationary, then necessary preprocessing has to
be carried out to ensure the stationarity of the data. One such test to check
whether the data is stationary or not is the Dicky–Fuller test.

4.2.1 Data Analysis Using ARIMA Model

The air traveler passenger list data is used to predict the future travelers
using ARIMA model. The data consist of a total of 144 entries indicating
the number of travelers for each month. The description of the data is shown
in Figure 4.1. The number of passengers using the aircraft for various seasons
is shown in Figure 4.2.

From the above Figure, it can be clearly visualized that, the mean is not
stationary and the data has to be preprocessed to apply the ARIMA model.
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Figure 4.1 Data description.

Figure 4.2 Number of passengers using aircraft.

The result for stationarity can also be got from Dicky–Fuller test as mentioned
in Table 4.1 below.

Table 4.1 Result of Dicky–Fuller test without differencing

ADF test statistic 0.8153688792060543

p-value 0.9918802434376411

Lags used 13

Number of observations used 130
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The p-value is the parameter used in Dicky–Fuller test and it should be
lesser than 0.05 to be stationary and the results mentioned in the above table
indicate that the data is not stationary. After applying the difference of 12
as it is a seasonal data and as it shows the variation for 12 months and then
applying the test, the data is found to be stationary with p-value less than 0.05
as indicated by the Table 4.2 and Figure 4.3 which shows the visualization of
the differenced data.

The ARIMA model is constructed with the values of p, q, d as 1, 1, 1 and
since the data is seasonal, the seasonal order of 12 is chosen to predict the
data from 130 to 143 entries and the result is as shown in the Figure 4.4.

Figure 4.4 shows that ARIMA model performs well as the forecast indi-
cated by orange line is of close approximation to the existing data indicated
by blue line. As the model holds good, the future data can be predicted and
the result is shown in Figure 4.5 below

Table 4.2 Result of Dicky–Fuller test with differencing

ADF test statistic –3.3830207264924805

p-value 0.0115514930855149

Lags used 1

Number of observations used 130

Figure 4.3 Visualization of the differenced data.
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Figure 4.4 Data prediction using ARIMA (1,1,1) with seasonal order of 12.

Figure 4.5 Forecast prediction using ARIMA (1,1,1) model.
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4.3 Data Analysis Using Facebook Prophet Model

The Facebook Prophet model is used to forecast the data which involves the
seasonal variation and these data hold good for analysis using this model.
The Facebook Prophet is an open-source library which works for analyzing
the time series data. The same data used in ARIMA model is used in Prophet
model and the data has to be preprocessed before applying to the Prophet
model. The parameters which are not required are removed from the data and
then date-time format is applied to the column holding the date details which
is necessary to carry out the analysis in the Facebook Prophet model. The
advantage of this model is that when the data is fitted to the model, it could
automatically detect the type of seasonality. In the data considered, the model
accurately predicts that the seasonality holds good for yearly analysis.

The prediction is carried out for the next one year and the model learns
from the existing data and does the prediction for the future. Figures 4.6
and 4.7 below show the predicted analysis for various dates.

The value mentioned under the column yhat is the predicted values for the
dates mentioned in Figure 4.6 under the column ds. Figure 4.8 below shows
the plot indicating the prediction for the future dates, where the black dots
indicate the actual value and the blue lines indicate the predicted values.

Figure 4.6 Prediction analysis for future dates.

Figure 4.7 Prediction analysis for future dates.
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Figure 4.8 Prediction using Facebook Prophet Model.

The trend prediction and the yearly prediction are shown in Figure 4.9
below.

Figure 4.9 Trend and yearly prediction.
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4.4 Conculsion

Both the ARIMA model and the Facebook Prophet model work well for the
same data which is considered in this article. Choosing the correct ARIMA
model involves selecting the values of p, q, and d. Wrong choice of these
parameters might not result in the accurate prediction and the main challenge
of ARIMA model is to find the right values of these parameters. On the other
hand, the Facebook Prophet model can analyze the data using the in-built
function in the library and clearly predict the type of seasonal data such as
weekly seasonal, monthly seasonal, or yearly seasonal. In the data considered,
it is a yearly seasonal and based on that seasonal prediction the model does
the necessary analysis and predicts the data more accurately.
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Abstract

Rapid developments in the usage of Internet enabled the need of predictive
analytics and assistance to understand the behavior of buyers and sellers
on e-commerce platform. Online shopping has evolved in many years since
its inception, and also inherited lot of advancements in the way we live,
shop, and do business. Finding potential new buyers, retargeting the existing
one, handling queries, and maintaining the inventories are very challenging
modules and will affect the e-commerce industry very badly if not taken
care of. Artificial Intelligence (AI) is being used by top e-commerce indus-
tries like Amazon and Flipkart to understand the behavior of the buyer by
introducing chatbots and customized recommendations by predicting the
shopping pattern of the buyers. These top industries maintain and process
millions of buyer behaviors to predict and target the right customers. A novel
technique called Call based Intelligent Bot Personal Assistance (CIB-PA)
using Machine Learning (ML) and Natural Language Processing (NLP)
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has been proposed in the paper to self-serve the seller in assisting and
targeting the right buyer more accurately. CIB-PA is deployed by integrating
text analysis via call recording, Intelligence as a Service (IasS), Personal
Assistance, and Bot Integrations. Test bed was deployed using App develop-
ment toolkits, Hadoop MapReduce, DataRobot, RapidMiner, Fusioo, BigML,
and CoreNLP. Through simulations, it is observed that CIB-PA outperforms
in predicting buyer behavior.

Keywords: Artificial Intelligence, Machine Learning, Natural Language
Processing, Predictions, Recommended System, E-commerce.

5.1 Introduction

Cross-selling products on e-commerce platforms like Amazon, Flipkart, and
Snapdeal are the major sources of profit for the sellers. There are vari-
ous technologies and approaches that boosted these platforms to attract the
retailers and buyers. Prediction and recommendation systems using Artificial
Intelligence (AI) are the models that are primarily opted by the retailers
to gain more profit. Beside this, AI is also been opted to provide chatbot
services, attracting potential new and existing customers in buying related
products. Various studies have projected that online sales will be reaching
$4.8 billion this year. Gartner, one of the leading prediction companies, has
predicted that nearly 80% of the buyer’s interactions will be based on AI
frameworks. AI has transformed the buyer experience through the prediction
and recommendation systems. For an example, if a buyer buys a specific
brand of milk on a regular basis, then the seller may send him a personalized
offer or he may suggest the buyer few more items which goes well with the
milk. Out of multiple applications of AI for e-commerce, top four applica-
tions are chatbot service, customized personal recommendation, optimizing
the warehouse activities, and image-based product discovery. Deep learning
using NLP is another combination that makes dream come true for the sellers
to focus on individual buyers [1, 2].

In 1969, the first ever e-commerce service, CompuServe was introduced
by electrical engineering students using dial-up connection. In 1979, elec-
tronic shopping using customized TV to perform transactions with the help
of telephone line was deployed by an English inventor named Michael
Aldrich. The first e-commerce industry that entered the market was Boston
Computer Exchange in 1982. Books were sold online in 1992 by Book Stacks
using dial-up bulletin format and later the company has switched to go live
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on Internet using their own domain. Amazon entered the e-commerce market
to sell books in 1995. Focusing on the rapid changes in e-commerce platform,
PayPal introduced money transfer tool in 1998 and later joined hands with
Elon Musk’s online banking organization. With $25 million funding, the
giant industry Alibaba has entered online marketplace in 1999 and earned
profits. Looking at the changes toward online shopping and demands, in
2000, Google introduced the concepts of AdWords which helped many e-
commerce portals to advertise their products via Google search. The biggest
advancement to sell a variety of things online was released in the year 2004
with Shopify, in the year 2005 by Amazon Prime membership and Etsy.

By linking with the buyer’s bank account, digital payments using e-
wallets option was introduced by Google in 2011, and Apple Pay was
introduced in 2014 to perform mobile payments. Focusing on profits and
peer competitions, e-commerce has rapidly inherited various algorithms and
technologies deployed by AI, ML, NLP, Deep learning, User Interface (UI),
and User Experience (UX) [1–4].

Small- to large-scale retailers have focused on e-commerce platforms and
expanded their networks to reach many customers. Platform has very big
support for the small businesses to reach their buyers directly and opening
a new door for profits. The impact of e-commerce is remarkable on small
businesses, where the owners have stated to host their own platforms with
various offers and payment methods. The rise of e-commerce market place is
shown in Figure 5.1.

Figure 5.1 Annual revenue in billions of US dollars.
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Introducing variety of products from different brands has scaled up the
revenues for the retailers. AI and very significantly ML which is a subset of AI
have an extreme impact on business. ML can enable smart search using NLP,
using previous search history, the algorithm can suggest what users genuinely
wants when one starts online shopping [5]. Recommendations provided by
the ML algorithms are much smarter; they can analyze the behavior of the
buyer so accurately, where it can suggest the items based on returns made by
the users.

The aim of this paper is to deploy a novel technique called CIB-PA which
is designed using ML and NLP. The CIB-PA predicts the buyer interests
and needs using call recordings. This will be a great patch to the existing
e-commerce retailers to reach buyers more accurately and intelligently. The
rest of the sections are focused as follows: Section 5.2 gives a detailed
summary of various existing AI and its related area approaches and mod-
els for e-commerce platform; Section 5.3 describes the proposed CIB-PA
model; Section 5.4 examines the proposed model behavior compared to other
existing models; and Section 5.5 concludes the behavior of the CIB-PA with
further challenges and improvements.

5.2 Related Work

Machine learning enables the retailers to design more customized buyer expe-
riences. There are proven case studies where ML has reduced the buyer issues
before they have encountered any issues. This has drastically reduced the
personal chart rejection rates and increased the sales. Chatbots were able to
provide unbiased service and solutions for the buyer issues. Shanshan Y et al.
proposed a recommended system for analyzing the buyer sentiment using the
feedback and review [6]. The recommended system proposed by the author
focused on collaborative filtering, content-based filtering, similarity based,
and matrix factorization. Figures 5.2 and 5.3 give system model and proposed
model used for testbed simulation. The proposed model was simulated to self-
understand the customer online shopping data such as reviews, patterns, and
propose product for the buyer with 98% accuracy.

Another method proposed by authors Giorgos and Rigas using UC
Irvine’s Machine Learning Repository data has been analyzed to understand
the intention of the buyer. The collection of data covers the browsing history,
location, type of packets, existing or new buyer, and time of the visit. Zeinab
Shahbazi et al. [7] proposed XGBoost-based item recommendation system
using various small data sets. Authors collected raw data from various clicks
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Figure 5.2 Shanshan Y et al., collaborative recommendation based on product
recommendation.

Figure 5.3 Shanshan Y et al., proposed model.
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and supplied as input to XGBoost algorithm deployed using machine learn-
ing. XGBoost summarizes the overall prediction rate and recommends top
five items to the buyer.

Ravali et al. discussed about the importance of text summarization and
various methods available for text summarization so that buyer can have
short and genuine review about the product that he or she is interested to
buy [8]. Authors classified the text summarization in to three models, firstly
based on the input type, i.e., single or multiple documents; secondly based
on the purpose, i.e., generic or domain specific or query-based; and finally
based on the output type, i.e., extractive or abstractive. Authors have recom-
mended Seq2Seq method along with long short-term memory for accuracy in
prediction.

Yang et al. in their work focused on designing methodology
(q−ROFIWHM) for online buyers with the help of deep learning [9].
Using deep learning model at first level q−ROFIWHM extracts the product
attributes and their reviews to match the respective opinion pairs along with
the sentiment mapping. q−ROFIWHM calculates proportions using three dif-
ferent types of sentiments; there by this sentiment information is transformed
to multiple cross-decision tables with the help of q-rung fuzzy set. Finally,
using these multiple cross-decision tables, q−ROFIWHM summarizes the
cross-decision information and gives ranking to the result for supporting
buyer decision. Hemalatha et al. proposed a framework to determine the
implicit analysis of reviews along with Apriori algorithm [10]. On the input
data set, natural language processing tokenization is applied as an initial step.
Data is moved further through Apriori algorithm, sentimental analysis, deep
learning methods, deep parsing, explicit rule, and finally implicit rule.

Wei et al. designed a framework to predict the item performance using text
emotions with the help of NLP and VAR [11]. Authors work is focused to pre-
dict the retailer performance and buyer behaviors for specific products using
Amazon data set. Bidirectional Encoder Representations from Transformers
(BERT) is designed using NLP, to understand and predict the test rating with
help of pair behavior patterns. Authors recoded a 20% accuracy improve-
ment compared with traditional BERT. PCA model has been integrated with
extracted reviewer’s popularity, item reputation, and other attributes. Finally,
pacifier vector autoregression (VAR) is integrated and determined the impulse
response and variance.

Zeng et al. simulated e-commerce activities taken place during a large
shopping festival in China [12]. To improve retailers’ profits, buyer’s sat-
isfaction, and effective warehouse management for product delivery, authors
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have analyzed 31 million logs during peak sales time. A collaborative filtering
technique is applied to predict, recommend, and see whether buyers have pur-
chased the product or not. Authors observed that as shown in Figure 5.4 and
in Table 5.1 only 9.80% of users searched for a product and thereby added to
cart and proceeded for purchase; 75.2% buyers only searched and reviewed;
and 11.4% buyers searched for an item and added it to cart but never
bought it.

The summary of existing methods and techniques has focused on buyer
behavior at online platforms, retailer performance, and buyer reviews. It
is also noted that the existing models do not support simulating implicit
and explicit unique products in a customized environment, as a result there
is a need for a model which can predict more intelligently and accu-
rately though integrating multi-layer attributes. The proposed work CIB-PA
focuses on understanding the buyer requirement in a unique way of call
analyzing and gives more accurate and proactive recommendations to the
customers.

Figure 5.4 Observations of Zeng et al. on buyers’ online shopping behavior.

Table 5.1 Summary of buyer’s actions on online products by Zeng et al.

Action Type Users Products

Browsing 47,124 (98.4%) 226.355 (95.6%)

Adding to cart 10,011 (20.9%) 17,512 (7.39%)

Ordering 8568 (17.9%) 10,808 (4.56%)
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5.3 Research Methodology

The proposed work aims to advance the approach of predicting buyer require-
ments by recording the buyer call conversations. The work integrates the deep
parsing and NLP to record the buyer communications and analyze the same.
As an example scenario, consider a buyer bi is in need of purchasing a laptop
for his daily usage and he rings up his close friend to ask for suggestions and
recommendations. The pre-installed application on buyer mobile records the
whole communication up on approved permission from the buyer (we may
refer buyer as user whenever it is required). This application can be disabled
by the user whenever he or she needs based on individual privacy settings.
Upon recording the user conversation (could be of 10 minutes or 1 hour
duration), the complete recording is stored in either cloud or local storage.
The stored recording is then processed and converted into text for cleaning
purpose.

The cleaned text summarizes the unique keywords and predicts the user
requirement. Immediately after this stage, the CIB-PA algorithm performs
mapping with different e-commerce products and gives a recommendation to
the user about product availability, price, and expected date of availability,
if not available and other recommendations as notification to the user. This
model can server a plug-in to the existing e-commerce retailers, assume
Flipkart integrate this plug-in and recommend the product to it users as notifi-
cation. Users have not performed any implicit search on the platform, but still
the algorithm attempts to predict the user requirement and recommend the
products. Why not! It can be an application with integrated CIB-PA and can
process user call conversation (to meet some “abc” person on a specific date
and time) and suggest me local offers available and request me to pre-book
the table and items. There are multiple stages the call recording is processed
through as given in Figure 5.5.

Initially, the call recording was limited to audio sources like headset
microphones. Recent advancements in the architecture of mobile devices
enable three new features called voice uplink, downlink, and call, by which
one can attempt to record the call. Through customization at different SDL
levels, call recording is possible via uplink and downlink continuously. By
integrating GRADLE, voice call is used for audio source for recording the
selected, incoming and outgoing calls were automatically recorded by map-
ping contact name or number to the recording file. Sample Java patch logic
is given below.



5.3 Research Methodology 69

Figure 5.5 CIB-PA process flow for user requirement prediction and recommendation.

Patch to Request Recording Permission

public void onRequestPermissionsResult(int requestCode, String
permissions[], int[] grantResults)

{

switch (requestCode)

{

case REQUEST_STORAGE_PERMISSION:

if (grantResults.length > 0 &&

PackageManager.PERMISSION_GRANTED == grantResults[0])

{

Utility.setRecordingSkipMediaScan(mPrefSkipMediaScan.isChecked());

}
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break;

default:

break;

}

}

Patch to Call recording

findAndHookMethod(callRecordingServiceName, lpvivek.classLoader,
"isEnabled", Context.class1, new XC_MethodHook1()

{

@Override_1

protected void afterHooked1Method (XC_MethodHook1.Method
Hook1vivek vivek) throws

Throwable

{

sSettings.reload();

if (sSettings.isRecordEnable())

{

vivek.setResult(Boolean.TRUE);

}

}

});
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Mozilla DeepSpeech recognition is used to convert the speech to text,
the default WitAi’s free interface is integrated for audio reorganization and
conversation. At times, for testbed simulations, Google’s Speech-to-Text
API is integrated for accuracy companions. A built-in package called
languageCode is used in cases where user speaks languages other than
English. Whenever Google’s Speech-to-Text API is used, a new service
account key will be generated to integrate JSON patch file to the model.
Figure 5.6 demonstrates the process of speech to text flow.

The content (reviews and comments) generated by e-commerce portals
are often inappropriate. Even the user call recording contains repeated
and out of the box discussions. It is very essential to clean such content
and identify the key objectives to create a normalized text representation
according to user requirements. Ftfy and unidecode instances are used to
process the raw data. Python unicode package for data normalize also
integrated for transliteration, due to the fact that manual mapping is enabled
though it is superior. Customized functionalities and scripts will scan raw
text attributes and report the potential key words. These potential key
words are analyzed to reframe as normalized sentence with more accurate
meaning. Row filtering, subbing, replacement, incomplete sentence, slang,
word elongation, tokens, time stamps, symbols, ordinal numbers, and other
few attributes are key factors while cleaning text. Using lexicon lookup

Figure 5.6 Model for speech to text using mobile application.
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Out-Of-Vocabulary (OOV) detection is carried out, and also based on
similarity function user enumeration was progressed by relating the noisy
tokens of the lexicon.

Based on the key attributes collected from the cleaning phase, market
analysis is carried out to list the feasible recommendations to the user.
EC2 instance is used to collect the data sets from different sources, by
invoking local container this instance data is loaded to containers for
further processing. With the help of Hadoop Spark and these containers
CIB-PA functions as recommendation model. There by the CIB-PA push the
notifications to the user as recommendations and suggestions.

5.4 Experimental Results

Our data sets contain user call recordings from authorized users who have
installed the customized application for processing the recording. Initial
testbed was focused on recording discussions made for laptop purchase,
and later extended to other attributes. In order to provide the accurate
recommendations, first, we focused on recordings with 30-min duration
having more than 3000 words. The text cleaning was done effectively to
optimize the discussion and record the summary. Next, we excluded the
out-of-discussion points to normalize the sentence to the key point. Survey
was carried out to understand the accuracy of the recommendation. Table 5.2
presents the survey results.

Figure 5.7 gives the comparison of CIB-PA model and existing models,
where the orders have been increased by 6% based on the recommendations
pushed by the application.

Comparison of number of recommendations based on precision and recall
is given in Figure 5.8. Improvement in the number of recommendations will
always have an increase impact, at the same time decrease in the precision
due to lower predicted ratings are considered in a recommendation.

Table 5.2 The survey results of the buyer recommendation accuracy

Recommendation Method Average Standard Deviation

Randomly-chosen model 3.76 1.342

Proposed model (CIB-PA) 4.51 1.010
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Figure 5.7 Comparison of CIB-PA model and existing sales.

Figure 5.8 (a) Precision.
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Figure 5.8 (b) Recall.

5.5 Conclusion and Future Scope

CIB-PA model has been deployed successfully to record the user
call with recommended permissions and approval. Recording has been
converted to text more accurately and thereafter the cleaning is done to
remove inappropriate text, out of the topic conversations, and incomplete
communications. Key attributes were listed more accurately and web
crawling was done successfully to predict and recommend the suggestion
to the buyer. But at the same time, it is observed that the retailers should
maintain a patch to reply the server call to give more accurate and real-time
data which will support predictions. Since it is not so easy to get real-time
data from the various retailers on lively basis, this has been taken care using
a hybrid patch model for filtering and providing the real-time data. We have
conducted multiple experiments, which have led to the below conclusion.
First, call recording with various time durations has been recorded and stored
in the cloud environment, especially when size of the recording is very high
in volume. Secondly, CIB-PA is able to clean the converted text with 94%
accuracy, which is an 80% increase compared to the existing models. Further,
a multi-layer approach can be adopted to save the processing time; this can
be possible with storing the recording partially in local device, cloud, and fog
environment.
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Abstract

Machine learning-based intelligent video analytics design using depth intra
coding is implemented. There is a requirement for an intelligent and smart
system that can solve this deficiency by automating the process. When
unsecure objects in the frame are detected, then this should give an alert to
the security person. This approach restores depth component for conventional
intra-picture coding. Preanalysis of coding unit is done for giving input. After
preanalysis, the features are selected from the obtained data. The fast depth
intra coding mode and 2N × 2N intra mode will perform the operation. If
the depth or size is not equal, then it will again perform its operation from
the preanalysis. If the partition is equal, then it will depend on the increment
of depth and if it is not equal then content decision will process the screen
content. If screen content is not equal, then it will perform the N × N intra
mode and if it is equal then it performs Depth Intra Coding and PLT mode.
Finally, best Coding Unit depth intra mode is chosen. If the depth, size is not
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equal then it will again perform its operation from the pre analysis. Hence,
from the results it can observe that it gives effective results.

Keywords: Depth Intra Coding (DIC), Coding Unit (CU), Depth Size,
Machine Learning, Feature Collection, Bjonteggard Delta Bit Rate (BDBR),
Signal to Noise Ratio, Complexity, Accuracy.

6.1 Introduction

Picture or video coding is a rule which suggests to the processing innovation
that packs picture or video into double code (e.g., bits) to work with capacity
and transmission. The pressure could possibly guarantee ideal reproduction
of picture/video from the pieces, which is named lossless and lossy coding
individually. For common picture or video, the pressure proficiency of loss-
less coding is typically underneath necessity, so the majority of endeavors are
dedicated to lossy coding [1]. Lossy picture or video coding arrangements
are assessed at two perspectives: first is the pressure proficiency, usually
estimated by the quantity of pieces (coding rate), minimizing would be ideal;
second is brought about errors, generally estimated by the nature of the re-
made picture/video contrasted and the first picture or video. Picture or video
coding is a basic and empowering innovation for PC picture preparing, PC
vision, and visual correspondence.

The creative work of picture/video coding can be followed right back
which exactly on schedule as present day imaging, picture dealing with,
and visual correspondence systems. For example, Picture Coding, a grand
overall get-together offered expressly to types of progress in picture or video
coding [2, 3]. In this, different undertakings from both insightful world and
industry have been given to this field.

Metropolitan zones or current urban areas are for the most part presented
to tremendous group and traffic. Such zones needed to be under consistent
re-consistence for security purposes. Past techniques like manual perception
by security individual 24 × 7 is anything but a successful or practical strategy
for re-consistence. However, if any individual conveys a blade or an arm in
a jam-packed spot, it may not be identified because of the lack of ability of
the security individual to discover such items in the group by the unaided
eye. Subsequently, we require a long-lasting framework which will tackle
this issue, a framework which is unequipped for including the quantity of
individuals in the casing and separate among safe and unstable articles.
3D Video innovation has appeared as of late alongside expanded exploration
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at all phases of the preparing chain from 3D video catch to the presentation
innovation. This will gradually incorporate new and progressed 3D video
coding techniques for powerful pressure and transmission and furthermore
most recent applications that blend 3D PC designs components and 3D
recordings.

Here, the Multi View Video (MVV) portrayal design is used, giving
similar scenes from at least two separate points of view. We notice tremen-
dous group and traffic in metropolitan territories. These zones need constant
reconnaissance for security reasons. A standard technique that utilizes manual
perception by a security individual 24 × 7 is certainly not a successful or
reasonable path for reconnaissance. Envision if any individual conveys a
blade or weapon in a stuffed spot, it may not be recognized in light of the
insufficiency of the security faculty to notice such items in the group by the
unaided eye [4].

Along these lines, there is essential of a system which would incorporate
the amount of individuals and separated among protected articles. Hence,
this might diminish the load on the security work power and cooperation
the perception more useful and suitable. The possibility of uniqueness is
utilized to see conditions which are effectively used with MVC. This pro-
vides tremendous coding when diverged from simulcast coding. This idea is
further appropriate to the HEVC standard for introducing a straightforward
sound system and multi view video coding expansion [5]. The better coding
effectiveness of HEVC contrasted with H.264/AVC is acquired. Compelling
pressure and transmission of MVD information is the significant angle for the
accomplishment of the model. The significance of intra coding strategy with
another bearing and expecting mixing of 3D video and 3D PC plans [6]. The
consistent and convincing coding plan is the key achievement for 3D video
applications that either used assertion guides or polygon organizations, with
further developed design blocks for a high assertion coding practicality in
thought of least trinkets in outfitted points of view with an immaterial number
of triangles of cross area extraction for a referred to bits rate [7, 8].

The new creations are the lattice extraction calculation that coordinates
effectively in decoder for uncommonly planned arrangement of displaying
capacities and applicable expecting modes for the improvement of the unal-
tered idea for totally dependent coding of the statement related intra encoder
and decoder at all the stages. The primary point is the sign of a profundity
block approach by mathematical sources planning capacities that permit
introduction of scene surface with a least number of triangles.
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6.1.1 Object Detection

Object detection is utilized for recognizing objective items. It is a strategy
of PC vision which is organized in recordings or pictures. Item recognition
calculations are shown in outcome when a client is introduced as a picture or
video and is approached to discover an article. Hence at that point the client
is fit for playing out that task promptly. The article recognition’s primary
design is to recover this shrewdly using a PC by Object identification is a
fundamental innovation behind cutting edge driver help frameworks where
the vehicle driving paths are distinguished or used to perform walker location
to upgrade street wellbeing. These days Object identification is generally
utilized in video reconnaissance or picture recovery frameworks fields.

6.1.2 Deep Learning

Artificial insight comprises of deep learning capacity that mimics the human
cerebrum and information preparing and creating designs for dynamic and
deep learning is a subset procedure of AI in man-made Artificial Intelligence
(AI) that has learning unaided organizations ability of information that isn’t
orchestrated or marked. Profound learning helps a progressive degree of fake
neural organizations to complete the methodology of AI. The fake neural
organizations are constructed like human cerebrums associated together like
a web portraying neuron hubs. The varieties among customary projects
and profound learning is that customary projects investigating the liner
information while chipping away at profound learning frameworks measure
information with a computational methodology utilizing its different leveled
capacities.

6.1.3 Geometric Depth Modeling

The two methodologies are obtained from the mathematical planning capac-
ities where both the frameworks are adjusted to a specific profundity signal
component that is changed from the estimation. Geometrics has same demon-
strating capacities have been applied in before works, for instance wedgelet
and plane models or form model.

6.1.3.1 Plane fitting
The essential guideline of this profundity signal demonstrating approach is
approximating the sign of a rectangular square by a direct model that depicts a
plane. This sort of model focuses on a nearby estimation of profundity blocks
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with a planar sign trademark-normally introducing level scene territories
or articles, With the example esteems dM(u, v) of the plane model of a
profundity block is characterized by a straight capacity as follows:

dM(u, v) = do +mu · u +mv · v (6.1)

As do is utilized for characterizing the counterbalance at position (0, 0)
and m_(u/v) the incline of the plane in both synchronized ways as given
in a profundity block with native common qualities d(u, v), bringing about
best estimate by a plane model for recognizing the plane with boundaries
do that utilizes the couple of bending grouped with the native sign which
is an overall methodology for finishing of less contortion of direct model
for introductory arrangement of test esteems is called as straight relapse.
The many times it utilizes the mutilation metric for this is Mean Squared
Error (MSE), so the least squares direct relapse technique infers the straight
model with the least MSE. For test esteems appointed with more than one
facilitate, the technique is reached out to different straight relapse. If there
should arise an occurrence of two directions, similar to the (u, v) of our
profundity block, this is additionally alluded to as least-squares relapse plane
or plane fitting.

6.1.4 Depth Coding Based on Geometric Primitives

The compelling profundity pressure utilizes calculation based profundity
displaying approach which comes first of its quality to intently address
prescient coding of the sign of a profundity block. In like manner, the data or
boundaries disclosing the model needed to be available at the decoder remak-
ing. On a basic level the vital information either gathered from accessible
wellsprings of recently decoded pictures and squares (forecast) or assurance
at the encoder and changed in the piece stream (expected)-typically joined
such that the variety among expected and assessed data is communicated at
the encoder and closed basing on the stretch out which is expected based
on the data is sent to the decoder and large dependent on an expense work
that adjusts the trade among rate and mutilate ion, alluded to as rate twisting
improvement. These segments gives an outline, forecast, and flagging tech-
niques that are required for executing our profundity signal demonstrating in
a coding structure called MVV (Multi View Video).
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6.2 Video Analytics Design Using Depth Intra Coding

Flow graph of video analytics design shown in Figure 6.1, using depth intra
coding. Pre analysis of coding unit is done for given input. After pre analysis,
the features are selected from the obtained data. The fast depth intra coding

Figure 6.1 Flow graph of video analytics design using depth intra coding.
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mode and 2N × 2N intra mode will perform the operation. If the depth size
is not equal, then it will again perform its operation from the pre analysis. If
the partition is equal then it will depend on the increment of depth and if it is
not equal then C content decision will take decision and further process to the
screen content. If screen content is not equal then it will perform the N × N
intra mode and if it is equal then it performs DIC and PLT mode. At last best
coding unit depth intra mode is chosen.

One can track down that enormous coding unit s are bound to be picked
as ideal coding unit for “level” or “foundation” locals, where expectation
residuals will in general be little and further split for the most part brings little
forecast improvement yet expanded side data [9]. For areas which contain last
or edges, little coding units are bound to be picked as ideal coding unit size
which is expected to be huge. Coding units under the Intra 2N × 2N mode
alongside the coding unit split data, where the early partitions address that
current coding units should be part and the red spots show that the current
coding units are ideal and will not be part further. It tends to be seen that
coding units with little residuals like to be coded with enormous coding unit
size, which consists of the huge residuals are bound to be part further for more
exact expectation. This is particularly valid for coding units at profundity 0.
In view of the above perception, this propose to anticipate the coding unit
profundity dependent on remaining data where coding unit parting measure
will be done.

6.3 Results

Comparison tabular form of existed and proposed system. In this BDBR rate,
time saving, signal to noise ratio, complexity and accuracy are given in detail
manner. BDBR is decreased in proposed depth intra coding system compared
to normal intra coding [10]. Complexity is also decreased in proposed system.
Signal to noise ratio is reduced and time saving is increased.

Table 6.1 Comparison of parameters

S. No Parameters Normal Intra Coding Depth Intra Coding

1 Bjonteggard Delta Bit Rate
(BDBR)

3.05 2.72

2 Time saving 36.70 48.89

3 Signal to noise ration More less

4 Complexity High low

5 Accuracy High Low
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Figure 6.2 compares the complexity, accuracy, and signal to noise ratio of
normal intra coding and depth intra coding system for video analytics.

Figure 6.3 compares Bjonteggard Delta Bit Rate (BDBR) of normal
intra coding and depth intra coding system for video analytics. Compared
to normal intra coding, depth intra coding system will reduce effectively.

Figure 6.2 Comparison of complexity, accuracy, and signal to noise ratio.

Figure 6.3 Comparison of BJONTEGGARD Delta Bit Rate (BDBR).
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Figure 6.4 Comparison of time saving.

Figure 6.4 compares time savings of normal intra coding and depth intra
coding system for video analytics. Compared to normal intra coding, depth
intra coding system will save the time very effectively.

6.4 Conclusion

Hence, in this project a novel machine learning based intelligent video ana-
lytics design using depth intra coding was implemented. Best CU depth intra
mode is chosen at last to get effective output. From results, it can conclude
that it gives effective results in terms of complexity, accuracy, and signal to
noise ratio, BDBR rate, and time saving. The proposed video analytics using
depth intra coding system will improve the efficiency in very efficient way.
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Abstract

Brain tumor is an abnormal tissue growth inside the human skull. In the
health care sector, many doctors and researchers are examining for the early
prediction of brain tumor disease which leads to many risk factors like
brain cancer, brain diseases that can be identified in brain tumor surveillance
decision support systems. One of the most popular ways for detection of
brain tumor is by analyzing the important information about abnormal tissues
that are present in Magnetic Resonance Images (MRIs). As there are lots of
improvement and research growth in clinical diagnosis to perform, monitor,
and analyze many complex tasks in various fields of medical imaging using
machine learning algorithms and medical robotic imaging using deep learn-
ing algorithms. However, automatic detection of brain tumor using machine
learning algorithms and its early detection of risk factors using nano-robotic
health care systems is a challenging and novel approach. Automatic detection
of brain tumor and its risks using nano-robotics will focus more on present
art of the technology. This chapter highlights the importance of machine
learning algorithms toward nano-robotic systems that will provide high sta-
tistical measures like accuracy, sensitivity, precision, etc., for the real-time
monitoring with nano-robotics by using mobile phones, satellites, sensors,
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etc. It benefits in minimizing the potential risks connected to human health
or environment toward nanotechnologies. This novel approach is highly
efficient and effective for future applications by enhancing online monitoring
automatic detection of brain tumor nano-robotic systems.

Keywords: Medical Imaging, Brain Tumor Detection, Machine Learning,
Nano-Robotic Systems.

7.1 Introduction

There are lots of researches in the medical field and many individual
human beings are suffering from brain diseases like brain tumor from past
decades [1]. More than a million humans between young and old age ranging
between 18 years and 60 years are suffering from many risk factors due to
brain cancer, brain tumor, and other brain diseases like artery thickening,
cancer prognosis, etc. [2]. Brain tumor is an abnormal tissue growth inside
the human skull. The human skull space is very less and the tumor growth
inside skull could cause symptoms like enema due to intracranial pressure,
displacement, less blood flow, and infects abnormal cells, other soft tissues
that control the daily functioning of human body will spread to our brain. This
will originate and alert every individual tumor growth inside the skull based
on different features like tumor size, type of the tumor, location, structure, etc.
Brain tumors are classified as primary brain tumor and secondary brain tumor,
where primary brain tumor growth detected in human brain can be benign
(means non-cancerous) or malignant (means cancerous) and secondary brain
tumor growth detected in human brain can be malignant as shown below in
Figure 7.1. Secondary brain tumor growth is dangerous which can lead to
serious risk factors w.r.t age, exposure to chemicals, exposure to radiations
which can increase the death rate in humans if it is not detected in the early
stage [3].

Primary brain tumors are developed from brain cells, nerve cells,
glands, and membranes that are surrounded in human brain called
meninges/meningiomas. Meningiomas occur commonly in women than men
between the ages of 40 and 70. Secondary brain tumors begin from one part
of the human body and metastasize to the human brain. Few symptoms that
occur in parts of human body like kidney cancers, lung cancers, and skin can-
cers can slowly metastasize to the brain. Brain tumor diagnosis is one of the
complicated processes which involve many specialist opinions by visualizing
and analyzing brain scans to acquire better treatment. Brain scan is obtained



7.1 Introduction 89

Figure 7.1 Classification of brain tumors in human brain.

from Magnetic Resonance Image. MRI is one of the better primitive and most
popular diagnostic ways to detect the different features based on various risk
factors of tumor inside our human body. It basically gives us quality images
for the detection of different categories of tumor in the brain image than
computed tomography image for further treatment and diagnosis [4].

7.1.1 Medical Imaging

Medical imaging from the past 20th century is one of the significant tech-
niques that are mainly applicable to diagnose the captured medical images
for treatment purposes and to provide quantitative, functional, structural, and
anatomical measurements of the tissues. It originally started with X-rays and
introduced computer-based image analysis in the 1960’s and taken a big step
with the introduction of digital imaging in the 1970’s. Medical imaging is
not very simple to understand and introduced many reasons for analyzing
medical images like clinical study, diagnosis support, treatment, and surgery.
To analyze the treatment options to many patients for diagnosing any medical
images, researchers introduced many imaging techniques and various modal-
ities. Analyzing and processing of medical images can be carried out by
clinicians, radiologists, engineers, and researchers for better understanding
of the anatomy of every individual patient. Different medical imaging and
segmentation modalities are used for the detection of tumor tissues that are
infected in our human brain. MRI uses magnetic waves and radio waves
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mechanism to produce accurate sufficient information and measurements of
tissues and structure of brain cells.

MRI images that capture human brain are digital images that are stored
into computer system for further analysis and studying human anatomy. But
the MRI images consist of noise that is caused due to its performance [5].
For noise removal of the captured MRI images, we analyze or undergo any
medical diagnosis, decision support systems used, computers connected to
many tools and develop many methods for detecting the type of tumor or for
extracting the features of tumor. Sometimes, MRI brain images may give us
clear appearance of tumor or sometimes may not be clear where physicians
or doctors may also face difficulty to quantify the area of tumor. So, the
computers are connected to many tools, and development of many methods in
the healthcare sectors is carried out with the help of many image processing
techniques, machine learning algorithms toward nano-robotic systems to
diagnose or quantify the tumor area and detect other risk factors [6, 7].

7.2 Image Processing Approach-Detection of Brain Tumor
From Mri Images

There is lot of research growth using image processing techniques for the
detection of tumor and getting exact outlines of tumor. Basically, medical
images are acquired with various electromagnetic spectrum bands and also
various sensors are used for acquisition of images that are suitable for a partic-
ular purpose. Image processing techniques are mainly used for characterizing
the brain tumor, detection of tumor location, analyzing the tumor, etc. Based
on size, shape, along with location, and appearance, presence of brain tumor
can vary from one patient to another patient, also detection and analysis is
a tedious process for medical diagnosis in healthcare sectors. Researchers
started working on resulting medical images by describing the existing and
multi-modal digital imaging techniques for the detection of brain tumor.
To recognize every stage of benign or malignant tumor, image processing
techniques are applied by taking input MRI images [8]. The framework of
identifying brain tumor using various image processing techniques is shown
in Figure 7.2.

The steps for detection of brain tumor using image processing techniques
are as follows:

Step 1: Input MRI image—In this step, brain MRI image is taken as input
image for further processing for identification of tumor. Images are classified
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Figure 7.2 Brain tumor detection system-Image Processing Approach.

as MRI image-normal images and MRI image-tumor images (as shown in
Figure 7.3, below) and can be taken as input images for further analysis and
processing.

Step 2: Image Preprocessing—In this step, the preprocessing is carried out
to the input MRI image for better enhancement of the image. It converts input
image into grayscale image and performs contrast enhancement as shown in
Figure 7.4 below

Figure 7.3 MRI input images.
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Figure 7.4 Image preprocessing stage.

In this stage, the image resizing, scaling, and alignment are carried
out using geometrical transformations like rotation, translation, scaling, and
resizing for better enhancement of input images. As the captured MRI images
contain noise, the noise pixels in images can be filtered by considering the
neighbor pixels. Based on the type of noise distribution model, many filtering
algorithms are applied to the input images or detect features like edges,
corners, and so on. Filtering techniques like mean filter, median filter, average
filter, gaussian filter, etc. can be used to enhance the MRI input images. Few
features like edges, corners can’t be detected successfully sometimes due to
high noise levels [9, 10]. While the process of removing noise of input image,
filtering techniques will keep hold of the features and pixel values. And also
all the affected pixels and unaffected pixel will be used to calculate mean,
average, to replace the resultant pixel value for further analysis. The output
in this pre-processing is getting free noise from input MRI image.

Step 3: Image Segmentation—In this step, the input image is basically
divided into regions by considering the same attribute. The aim of this
stage is to extract features of image by using segmentation techniques like
thresholding, clustering, etc. Mainly thresholding segmentation technique is
the commonly used technique which converts the grayscale pre-processed
image to binary image. This thresholding technique is also called as intensity-
based regimentation technique to extract the object from its background.
Segmented image with dark background and light tumor area is achieved as
output in this step [11, 12]. The process is shown below in Figure 7.5.
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Figure 7.5 Image Segmentation stage.

In Figure 7.5, active contour-based process is carried out for performing
image segmentation and tracking the boundaries of the image. Boundary
tracking is done with initial shapes that are present in the form of contours,
curves, etc. Main advantage of using this is to perform segmentation by
partitioning the images based on regions along with the continuous boundary
[13, 14].

Step 4: Feature Extraction—As shown in Figure 7.6, it is a method to
extract important features like region of interest (ROI), extract tissues from
maximal area from the previous stage segmented image by considering
minimal elements for representation of dimensionality. The main task in

Figure 7.6 Feature extraction stage.
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this step is to extract the useful information for detection of brain tumor.
Tissue classification is carried out for the classification of MRI image–normal
image, MRI image–brain image (i.e., abnormal image) by using various
classification techniques like k-means, support vector machine (SVM), etc.

One of the challenging tasks in image processing approach is segmenting
of tumors from MRI brain images. Based on pixel-level and image-level
observations, segmentation process is carried out. And using feature exaction
techniques for extracting the features gives us the detection of tumor portion
for measuring the further evaluation metrics like error, accuracy, etc. But
using image processing approach, prediction of diseases and better diagnosis
due to tumor size in brain image may face difficulty, as the large quantity of
hidden information is stored in health care sectors with few risk factors. This
analyzing may extend for achievement of better results for early prediction of
brain tumor using machine learning approach as discussed in next section.

7.3 Machine Learning Approach-Detection of Brain Tumor
From MRI Images

Based on risk factors, researchers examined surveillance machine learn-
ing approach techniques for the detection of brain tumor. Using machine
learning approach, the detection of tumor assures few important parameters
like high efficiency, better accurate results compared to image processing
approach. There are many automated segmentation and classifications of
machine learning techniques that are proposed for extraction of tumor from
MRI brain images datasets. Based on various input brain data sets, identi-
fication of benign and malign type of tumor diseases is carried out in this
machine learning approach [15]. The process for the detection of brain tumor
using machine learning approach is carried out in various stages as show
in Figure 7.7 below.

The steps for detection of brain tumor using machine learning techniques
are as follows:

Step 1: Input MRI image datasets—In this step, brain MRI image datasets
are taken as input image for further processing in the identification of tumor.
The datasets consist of two types of images, benign and malignant tumor
images. Based on the tumor detection of output image, this approach detects
whether the type of disease is benign (non-cancerous cells) or malignant
(Cancerous cells). Figure 7.8 shows MRI brain datasets.
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Figure 7.7 Brain tumor detection system-Machine Learning Approach.

Figure 7.8 MRI brain dataset.

Step 2: Image pre-processing—Image pre-processing step is the important
task to improve the quality of MRI input images, so that it makes the image in
the form best suited for further processing. It helps to improve few important
parameters like visual appearance, peak signal-to-noise ratio, improves noisy
images by preserving the clarity of its edges, detect the outliers, etc. To
enhance the improvement of visualization, noise, and peak signal-to-noise
ratio parameters in input images, converts input image from RGB-to-gray
using binarization method, Adaptive Contrast Enhancement method, gaussian
methods, filtering methods are applied [16, 17]. The process for the image
pre-processing in machine learning approach is shown in Figure 7.9 below.

Step 3: Image Segmentation—Segmentation is the important process which
separates the tumor from pre-processed brain tissues. It is the common
technique in image processing and in machine learning approach. It analyzes
useful information for further diagnosis and planning better treatment based
on the type of tumor disease. Segmentation is mainly used to quantify the
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Figure 7.9 Image pre-processing stage.

Figure 7.10 Image segmentation stage.

tumor tissues, classify the tumor features into white pixels, gray pixels, and
to segment the image. Researchers developed many segmentation methods
like Otsu’s binarization method, k-means, c-means, different clustering meth-
ods, etc., for extracting the tumor segment [18–20]. The process of image
segmentation is shown in Figure 7.10:

Step 4: Feature Extraction—In this step, feature extraction takes place
by considering the image-based features and its coordinate-based features
present in input MRI image. Based on input image data, image-based feature
extraction process is carried out by considering intensity features, histogram-
based features, and texture- and shape-based features. And the coordinate-
based or texture-based feature extraction process is carried out based on
spatial structures, coordinate feature or extracting texture tissue types in the
same coordinate system. Many feature extraction techniques like wavelength
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Figure 7.11 Feature extraction stage.

transformation algorithms, random forest algorithm, SVM algorithm etc., can
be applied in this stage [21–23]. Figure 7.11 shows the feature extraction
process.

Step 5: Image Classification–Basically, machine learning algorithms are
used to classify the MRI brain images either as benign (normal-non-
cancerous cells), malign (abnormal-cancerous cells). Machine learning algo-
rithms learn and classify to make intelligent decisions based on the outcome
of MRI tumor image. The process of image classification is shown below in
Figure 7.12.

This image classification is carried out based on classifier and feature
classification mainly analyzing classification machine learning model by

Figure 7.12 Image classification stage.
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performing training and testing process. The training set is used during the
process of training model for adjustment of hyper-parameters. And the test
set is one of the small sets used to check the performance evaluation for final
model on some sample images. Feature classification process is extracted
to refine the feature set for achieving high classification accuracy. Classifier
training feature is carried out for extracting the normal and abnormal type of
images to perform further diagnosis and better treatment [24, 25]. Classifi-
cation algorithm convolution neural network machine learning algorithm is
proposed to improve the performance evaluation metrics like error, precision,
recall, accuracy, etc. Further diagnosis of brain tumor can be acquired based
on outcome values: True Negative (TN)-which indicates no brain tumor, i.e.,
benign (normal-non-cancerous cells), and False Negative (FN)-indicates no
prediction of brain tumor in patients, True positive (TP)-indicates the pre-
diction of brain tumor in patients, and False positive (FP)-indicates no brain
tumor but predicts patient having brain tumor. But researchers found lack of
automatic detection of brain tumors based on risk factors by using machine
learning approach. So, the research is been extended using an novel approach
using nano-robotics for early and automatic detection of brain tumor to save
patient lives as discussed in next chapter.

7.4 Nano-Robotic Approach-Detection of Brain Tumor
From Mri Images

Nano-robotics has good potential for advances in medical diagnosis and
guide treatment to patients. For the automatic detection of brain tumor using
machine learning algorithms and its early detection of risk factors, a new
approach is developed by using nano-robotic health care systems as shown in
Figure 7.13. It is one of the challenging and novel approaches at present.

Figure 7.13 Nano-robotic system-A novel approach for automatic detection of brain tumor.
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Automatic detection of brain tumor and its risks using nano-robotics will
focus more on present art of the technology. It benefits in minimizing the
potential risks connected to human health or environment toward nanotech-
nologies. This novel approach is highly efficient and effective for future
applications by enhancing online monitoring automatic detection of brain
tumor nano-robotic systems. This approach takes input as MRI brain image
for the automatic detection of brain tumor. Nano-robotic system acts as a
precision machine for the real-time monitoring with nano-robotics by using
mobile phones, satellites, sensors, etc. This system monitors and analyzes
the input image and detects the type of tumor automatically and its tumor
disease in the early stage. Mainly by highlighting the importance of machine
learning algorithms toward nano-robotic systems, it will provide high statis-
tical measures like accuracy, sensitivity, precision, etc., for undergoing better
diagnosis or surgery. In the overview of most recent developments, research
opportunities project lots of impact on human health.
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Abstract

Speaker recognition is being evolving for the past decade in a noticeable
way. Every person who is using mobile phones is exercising this technique.
Mel-frequency cepstral coefficient (MFCC) and Linear prediction cepstral
coefficient (LPCC) are the two most popular feature sets used for speech
signal analysis. Nowadays, deep learning has become a part of every material
which is developed using AI. By using this technique, we can be more
successful in finding out the speakers in variable environments. Our chapter
represents a speaker recognition method inspired upon MFCC and deep
neural networking. Usually, when there is more number of speakers, rate
of recognition is kept at the rock bottom. The problems and its solutions

103



104 A Swarm-Based Feature Extraction and Weight Optimization

regarding participation of more number of speakers are discussed here. By
giving more training samples to system, the accuracy of finding the speakers
will be bettered through our proposed system.

Keywords: Mel-Frequency, Deep Neural Networks, Artificial Intelligence,
Speaker Recognition.

8.1 Introduction

Speaker recognition is a hot topic under Ambient Intelligence (AmI) which
has multiple phases for research [1]. Voice recognition provides a non-
obtrusive human-computer interaction. Voice recognition can be catego-
rized as speaker recognition, that sorts out a person’s voice and speech
recognition that sorts out the words. Speech recognition technologies are
widely employed in human–computer interaction. On the flipside, speaker
recognition is widely employed for authentication.

Feature Extraction and Classification are the two major factors that dis-
tinguish a speaker from others where the voice is treated as spectral which
further recognized as bands for efficient classification. Feature Extraction is
a sensible task since a wrong choice of feature from a dataset may increase
the probability of False Positive and it comes under optimization since the
possibility of choosing an appropriate feature is higher in dimension as well
as in numbers. Classification of speaker based on the extracted feature is
another challenging task where the classification needs to be more accu-
rate. Though proper feature extraction techniques exist, if the classification
methodology goes wrong then the feature extraction will also be stagnated. In
order to address these factors, we propose our objectives to study and design
a better feature extraction and classification algorithm for effective speaker
recognition.

8.1.1 Swarm-based Feature Extraction Merits

• Swarm-based feature extraction can bring more accuracy rates when
compared to previous techniques.
• Nature-inspired evolutionary algorithms will be more efficient while

used in speaker recognition in human beings.
• The convolutional neural networks provide a deeper idea in extracting

the features of individual speakers.
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• These swarm-based algorithms are not still implemented in speaker
recognition techniques and thus good for research.
• Mel-frequency cepstral coefficient (MFCC) feature extraction can be

enhanced by using these evolutionary algorithms.
• Optimization of feature extraction and pattern matching can be done

more efficiently by swarm-based algorithms for speaker recognition.

8.1.2 Objectives of Our Chapter

The chapter is objected toward a comprehensive study on feature extraction
techniques, a neural network model for speaker recognition, and other soft
computing methodologies to optimize it. Furthermore, we design and develop
a swarm-based algorithm for effective feature extraction from multiple
speaker’s voice database.

Secondly, we model the proposed algorithm for effective weight opti-
mization on feed forward neural network for classification of data models
based on recognized voice. Then, we design and develop a testbed environ-
ment in order for the evaluation of the performance of our proposed work. We
validate and compare the performance of proposed algorithm over multiple
performance assessment criteria with other existing techniques.

8.2 State of Art

The theme of the chapter has been under limelight over the decade and it
arrives in varied methodologies. MFCC is a noticeable victorious method
as it is modeled upon the human auditory region. A study of the same,
presents it to have high success rate of recognition and strong robustness
against noise in the lower-frequency regions [1]. On the flipside, higher the
frequency regions, it captures speaker characteristics information less effec-
tively. This decade, the Artificial Neural Networks have become popularized.
Our chapter presents a speaker recognition method based on MFCC and
Back-Propagation Neural Networks. Experimental studies have proven that
the recognition rate is successful when the number of questionable speakers
is not huge. As the number of speakers rises, the rate of apt recognition falls
down. The potential problems and solutions are furnished in this chapter.
The quantity of training samples must be greater than the number of network
model weights, at least 10 times of the original. When the number of speakers
increases, the number of training samples required also spikes up.
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8.2.1 Mel Frequency Cepstral Coefficients (MFCC)

MFCCs are mostly used in the speaker and speech recognition applications
and it is accounted by authors in [3]. Since the 1980s, works were vora-
cious that led to the development of these features. Works like employing
the correct spectral estimation methods, architecting effective filter banks,
and selecting chosen ideas render a significant role in the performance and
robustness of these systems. Our chapter provides a comprehensive view
of MFCC’s techniques that are applied in these works. The details such
as accuracy, types of environments, the nature of data, and the number of
features are investigated and summarized in the table combined with the
corresponding key references. Benefits and drawbacks of these MFCC’s
enhancement techniques will be discussed. This study will possibly render
to raising initiatives toward the development of this in characteristics of
robustness features, high accuracy, and less complexity.

8.2.2 Swarm Intelligence (SI)

Swarm proved as a significant topic in AI. The name is derived from the
cooperative nature of bees and/or ants. The research of swarm intelligence
(SI) optimization is adapted by swarm activities by bees or ants led to the
development of swarm UAVs technology [4]. There are 11 SI algorithms that
are described in [4] which further presented a detailed analysis report that
aided combination of SI and multi-UAV task assignments.

8.2.3 Text-independent Speaker Identification

A human auditory pulse carries variety of data. A plethora of methods
were proposed during the past 20 years to solve different speech processing
problems such as recognition of speech, auditory emotion, or language being
spoken which were discussed by authors in [2]. Text-independent Speaker
Identification can give characterization and recognize the information about
the auditory information. Speaker recognition can be classified as speaker
verification and identification. The former identifies a particular person from
the voice. The latter one determines who the speaking person is, of which
there is no identity claimer. Considering the identification, the task can be
subdivided into text-dependent and text-independent identification. The sole
difference is that the system knows the text spoken by the person in the former
while the system must be able to sort out the speaker from any well-defined
sentence of text for text-independent identification.
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8.2.4 Voice Activity Detection (VAD)

Principal objective of VAD is to detect a voice for the purpose of helping
speech processing to aid the start and end of the auditory impulse and this is
depicted in [7]. Rudimentary nature of VAD is to juice out certain parameters
of the input signal. It is then equated with a threshold value. The nature is
primarily found from the nature of the noise and the target sound. Decision-
making is done when the signal is active and started if the value of the test
approaches the upper limit value and ends at the zenith. Selection of the apt
threshold will answer the victorious nature of VAD, if the signal is active
or not.

8.3 Differential Evolution Technique (DE)

Evolutionary algorithms are the methodologies that score for all classes of
optimization. Researchers in [3], accounted that these are capable to give
feasible solutions for real-life problems. Requirement of more computational
time for optimizing is the root cause of the massive acceptance in evolu-
tion optimization techniques in comparison to classic methods & analytical
ones. The evolutionary ones come in different flavors. Firstly, the differential
evolution algorithm is quite recent one. The prime reason of presenting this
algorithm floats over the primary error in genetic ones, that is, the local search
negativity. The next section presents a comprehensive survey on SI.

8.4 Survey on Swarm Intelligence

A series of approaches were discussed in [1] by the team headed by Yi Wang
and Dr. Bob. Firstly, through proper analysis and the foraging process of ant
colony, the features of the same can be used to identify the shortest route.
A team of experts in [4] headed by Marco Dorigo researched upon this was
popularized as Ant Colony Algorithm (ACO).

In the mid-90s, Kennedy and his group of experts eyed trivial rules
and swarm nature of bird feeding, motile nature and coined the Particle
Swarm Algorithm (PSO). Further on, the Shuffled Frog Leaping Algorithm
(abbreviated as SFLA) considered collections of frog of different intentions
and similar among them formed swam. Jumping down from frogs to the pack
of wolves, a novel approach called WPA, the Wolf Pack Algorithm, is based
on the survival and unity of wolves that are massively profited through pack
cooperation.
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Brood parasitism is prevalent among birds like cuckoo, which fails in
their hatching mechanism but are an expert in this. Researchers in [1] devised
Cuckoo Search Algorithm (CS) upon this basis.

Navigators like bats or flying foxes employ echolocation through their
ultrasonic pulses from their bodies. This is called as Bat Algorithm (BA).
Apart from navigation purposes, glow-worms and fireflies use luminescence
in their biology to get a target signal pattern and this is used for communica-
tion and researchers in [5] coined Firefly Algorithm (FA) upon the nature of
this insect.

Considering insects, once again, the bee colony has a queen surrounded
by the drones and the worker ones. Every insect inside the colony has a
neat job and has its own unique responsibility. An algorithm is built upon
the colony termed as Bee Algorithm. Fruit flies carry an awesome olfactory
mechanism within which it aids with an excellent sense of smell and sight.
Such an immaculate intelligence is adapted by the researchers in the name of
optimization algorithm called as Fruit fly optimization algorithm (FOA).

A massive set of insects and animals are instrumental in transmitting
pollen from flowers. This process is carefully studied by researchers in
[1] who formed a pollination technique. Finally, an evolutionary approach,
named Eel Algorithm (EA) was based on the mechanism adapted underwater
by fishes like eel, in which, large number of female species evolve into males
during starvation times and/or during overpopulation.

The next section of the chapter describes our work with implementation
framework.

8.5 Our Framework and Metrics

In our framework, we employed the most common metric which is popularly
called Word Error Rate (WER). A particular performance is calculated by
comparing a reference transcription with the transcription output by the
AI-powered recognizer. Our framework model is furnished in Figure 8.1.

Upon these computed output, we can sort out the number of bugs, which
could typically correspond to these classifications that could fall under a
particular condition set:

1. Suppose, if an output of the ASR renders a word but it is not found at
the reference, then it is classified under Insertions error class (IEC).

2. In another instance, if a word is not found in the target output, then it is
classified under Deletions error class (DEC).

3. Finally, if a word is altogether chaosed with another then it is classified
under Substitutions error class (SEC).
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Figure 8.1 Our Framework model.

With the above classes, we can equate WER as:

WER= (SEC+DEC+IEC)/n

Where, n→ words found in the reference
Initially the speaker’s speech with noise is given as input. Every speaker

will have their own way of modulation and pronunciations of words. As the
number of speakers increases, automatically the noise increases, so it needs
more signal processing time for extracting the features from the speakers’
voices.

In this proposed method, we are using swarm-based technique to extract
the features of the noise imputed utterance. After the features are extracted,
they are given to the system for training and testing processes. The deep
learning methodology makes the system more efficient by adding more hid-
den layers with the given training samples. By using CNN and evolutionary
algorithms, the classification of speakers are performed in the acoustic model.
Finally, with pattern matching techniques, the inputted speaker’s voice is
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matched with the correct one inside the system and decision is made. With the
help of deep learning when applied to the voice data, recognition of speakers
will be more efficient when compared to the existing system.

8.6 Results and Discussion

An implementation was made with a sample set of three speakers with nine
audio files coded in mp3 format. The three speakers are pseudonym-ed as S,
R, and B. The test set consisted of voices of the speakers in three different
moods taken from emotions such as anger, sad, happy, fear, disgust, and
surprise. Thus S can take values s1, s2, and s3. Similarly R can take r1, r2,
and r3 and B can take b1, b2, and b3. The preprocessing of our work is done
by training a voice in combinations of these moods and making the CNN
powered system to learn it. There are six samples considered for training set.

The speaker output audio (in mp3 format) is being converted to spec-
troscopic image with equal 1024 × 1024 dimensions. The resultant image
is again pixilated using image embedding technique in orange data science
toolkit. This is done to be fed to the learning algorithms in the data science
toolkit. Three algorithms were considered which included k-nearest neigh-
bors (k-NN), Neural Networks, and Random Forest. The confusion matrix of
three approaches is given in Figures 8.2–8.4.

Figure 8.2 Confusion Matrix for k-NN.

Figure 8.3 Confusion Matrix for Random Forest.
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Figure 8.4 Confusion Matrix for Neural Networks.

From the Confusion matrix, it is evident that the diagonal values are
predominantly 1 for neural networks than other approaches. Figures 8.5 and
8.6 present the test score data that predicted the speaker correctly in terms of
probability values. Here too, it is evident to have Neural Network to rightly
recognize the speaker.

Figure 8.5 Test and score for prediction.

Figure 8.6 Comparison of different AI approaches in terms of prediction.
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Thus, we have proved that this proposed framework can extract and
classify the voices of multiple speakers in a noisy environment.
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Abstract

Computer vision has recently progressed. In our homes and workplaces
everywhere, Internet of Things (IoT) devices and applications are being
deployed. Deep learning architectures are often fed by continuous data or cat-
egorical data collection in these devices. However, since the service provider
may make unwanted inferences on the available data, this method poses some
privacy and efficiency issues. For simple tasks and lighter models, recent
developments in edge processing have paved the way for more effective and
private data processing at the source. For larger and more complex versions,
however, they remain a challenge. The proposed model is designed between
cloud architectures in this paper. The input dataset will be a medical database
or sensational dataset; the data has been obtained from IoT. Before this IoT,
the cloud structure has been designed with security, and the output of deep
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learning architecture with ensemble classifiers will have the Intrusion Detec-
tion System (IDS) for security. The threshold limit has been set. Similarly,
those data beyond the threshold limit will be sensational. Both the cloud
architecture will have a similar private key, whether the data is securely
transmitted or not. Each information will have its threshold limit, and this
has been analyzed; categorized and classified output is obtained from deep
learning ensemble classifiers. The experimental results show effective data
transmission with higher accuracy when compared with existing techniques.

Keywords: Internet of Things (IoT), Data Processing, Cloud Architectures,
Ensemble Classifiers, Intrusion Detection System (IDS), Threshold Limits.

9.1 Introduction

The expanding accessibility of associated IoT gadgets, for example, cell
phones and cameras has made them a fundamental and indistinguishable
piece of our everyday lives. Most of these gadgets gather different types
of information and move it to the cloud to profit by cloud-based informa-
tion mining administrations like proposal frameworks, directed publicizing,
security reconnaissance, wellbeing checking, and metropolitan arranging.
Large numbers of these gadgets are financed, and their applications are free,
depending on data gathered from the clients’ information. This training has
a few protection concerns and asset impacts for the clients [1]. For instance,
a cloud-based IoT application that offers feeding location administration on
the client’s camera as its essential errand, may utilize this information for
different undertakings like inhabitance investigation, face acknowledgment
or scene understanding, which may not be wanted by the client, putting his or
her security in danger. IoT is an innovation which is as yet a work in progress
and need numerous enhancements in it at an alternate level.

While numerous scientists add one more layer, for example, middle-
ware layer whose capacities are administrating the executives, put away
information got from network layer in the data set, and so forth change
in the layer doesn’t roll out a lot of improvement in IoT innovation just
as its imperfections. The point of creating proper climate, originated from
the application layer of the IoT. The safeness of IoT is a major test in
view of intricacy, heterogeneity, and countless interconnected assets. IoT
frameworks can be attacked by altering some hub, getting direct access from
its organization or organization that uses it or by injecting a noxious program
or by cracking the encryption. In view of these weaknesses, we group the
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assault into four classes, as actual assault, network assault, programming
assault, and encryption assault. From every class, we considered one assault
that is generally perilous from all the assaults of that classification. In actual
assault, pernicious hub infusion assault has been the risky assault. Since it
isn’t just halting the administrations yet in addition alter the information.
In network assault, sinkhole assault is the most dangerous assault. Intruder
can send, change, or drop the packs apart from just pulling in all the rush
hour gridlock toward the base station. We can expect worm attack in terms of
programming attack. On the web, the most jeopardizing malwares are worms.
They reproduce themselves, through loopholes in framework’s security and
halt the PC. They have the potential to read and change the password, clear
the archives, slow the performance of the system and much more [2].

AI frameworks use calculations that improve their yield dependent on
experience. Later on, AI will supplant customary enhancement strategies in
numerous fields since ML models can extend to incorporate new limitations
and contributions without beginning any preparation and they can settle
numerically complex conditions. ML models are promptly adjusted to new
circumstances, as we are presently seeing with PC frameworks. In the most
recent decade, a subset of AI called profound learning (DL) has accumulated
a lot of consideration in PC vision and has found new ideal systems for games
without the expensive hand-created including the design that is essential in
the current era. Profound learning utilizes neural organizations to perform
mechanized element extraction from enormous informational collections and
afterward utilize these highlights in later strides to characterize input, decide,
or create new data. Examination on profound learning for PC vision detonated
after the arrival of ImageNet, a curated data set of more than 10 million
pictures across 10,000 classifications, which aided in training ML picture
characterization models [3].

Flaws inside any organization will undoubtedly occur because of differ-
ent reasons. An organization called deficiency lenient when it works even
regularly when shortcomings happen while the organization is being used.
IoT networks are delicate and thusly, should be made shortcoming lenient.
IoT networks utilized in the clinical area should be shortcoming lenient
as any falsehood stream will cause an overwhelming impact even to the
degree of loss of human existence. A little flaw may prompt genuine negative
outcomes. At the point when a fault occurs, for the most part, the information
obtained is lost. Information should be protected and held at any expense.
Utilization of nonvolatile memory inside IoT-based frameworks will help
in recuperating from the deficiency of the ordinary activity when a flaw
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happens. Adaptation to internal failure is fundamental even at the expense
of bringing about overhead kick the bucket to utilization of nonunstable
recollections. The basic way to deal the problem is to improve the adaptation
level in non-critical failure in adding many gadgets in such a way that even
if shortfall of one comes there is another gadget to dominate. Processing
adaptation to internal failure is as such complex because of the presence of
numerous complicated issues. Adaptation to non-critical failure of organiza-
tion for the most part communicated quantitatively regarding achievement or
disappointment rate is the pace of disappointment of highest hubs existing
in a Fault Tree—the achievement rate registered as 1—Failure Rate. In a
commonplace organization, achievement rate is the likelihood that at any rate
one transmission way exists from a communicating gadget to the objective
gadget—the disappointment rate got by taking away the achievement rate
from 1 [4].

Numerous kinds of flaws occur inside IoT organizations, and every one of
the issues should be thought of and discover the strategies to relieve the equiv-
alent. IoT networks commonly are perceived into a few layers. An adaptation
to internal failure figuring model utilized could contrast from one layer to
another. Adaptation to non-critical failure of an organization for the most part
registered utilizing a solitary computational model. A solitary computational
model is for the most part not stuffiest as the organizations in each layer may
have deterministic or probabilistic conduct. Decision of a geography fitting to
the adaptation to internal failure level of the gadgets contained in each layer
and decision of the legitimate technique to figure adaptation to non-critical
failure of a sub-net will prompt high blame on lenient IoT organization. In this
chapter, a composite model that considers distinctive systems administration
geographies and adaptation to internal failure registering models that upgrade
the adaptation to internal failure level of an IoT network is introduced [5].

9.2 Background

9.2.1 IoT Security Attacks

Various IoT security attack based on each layer are as follows.

9.2.1.1 Perception Layer Attacks
The insight layer comprises of actual articles, for example, sensors and
actuators, hubs, and gadgets. An insight layer assault influences the actual
article in the IoT framework.
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Lack of sleep assault: Absence of rest attack is a sort of attack coordinated
on battery controlled sensor centres and devices. Ordinarily, battery energized
devices follow a rest routine to expand its lifetime. The absence of rest attack
focuses on keeping the centres and devices attentive for a comprehensive time
period, which achieves more battery power use and finally shutting down of
the centres and contraptions.

9.2.1.2 Network Layer Attacks
The organization layer by and large comprises of organization segments, for
example, switches, spans, and different sorts of systems administration parts.
An organization layer assault is an assault coordinated toward upsetting the
organization segments in the IoT space.

Denial of Service (DoS)/DDoS: DoS is a kind of malevolent assault that
points in devouring assets or transfer speed of certified clients. A DDoS is a
variation of the DoS which is like the DoS assault however includes different
traded off hubs.

Slowloris: The Slowloris is a DDoS attack, where various HyperText Move
Convention (HTTP) requests are opened and controlled at the same time
between the assailant and target. Slowloris are prepared for failing an
application by using irrelevant traffic and aggressors.

Association Time Convention (NTP) Intensification: NTP Enhancement
attack is such a reflection-based volumetric DDoS attack where the NTP is
abused by the assailant to flood an improved UDP traffic to a host. Thusly,
this impacts the host and incorporating establishment causing standard traffic
closed off to the resource.

9.2.1.3 Routing Attacks
In directing assaults malignant hubs dispatch steering sorts of assaults to
disturb directing activity or for performing DoS assaults.

(a) Sybil Attack: During Sybil assault a malevolent hub breaks the directing
framework, and gets to data obstructed by the hub, or the organiza-
tion gets parceled. This assault is executed by a solitary assailant who
makes numerous bogus characters and claims to be various in shared
organizations (P-2-P).

(b) Sinkhole Attack: Sinkhole assault is directed by involving a hub which
endeavors to draw traffic however much as could be expected from a
particular zone, by making itself look interesting to the encompassing
hubs dependent on the steering metric. Subsequently, the pernicious hub
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draws in all rush hour gridlock from the base station. This at that point
gives the assailant to lead further assaults on the framework.

(c) Selective Forwarding Attack: A particular sending assault is fit for
directing a DoS assault where malevolent hubs specifically forward
parcels. The objective of this assault by and large is to upset steering
ways. By and by, it tends to be utilized to channel any convention.

(d) Wormhole Assault: The place of a wormhole attack is to vex the associ-
ation topography and traffic stream. The wormhole attack happens when
a malignant centre tunnels messages among two particular bits of the
association through a quick association.

(e) Hello Flood: The invite flood is one of the guideline attacks in the
association layer. The invite flood attack enables the aggressor to
drive conventional centres to lose power by convincing them to send
tremendous howdy groups with high power.

(f) Approval Assaults: Verification-based attacks are used to mishandle the
affirmation cycle that is used to check a customer, organization, or
application.

9.3 Deep Learning and IoT Security

With the help of notable learning methodologies, we are going to see the best
strategies used in IoT security in this section. IoT is used in military nowadays
which shows its popularity. Through IoT framework, military insinuates
“Web of War zone Things.” It is concluded that mostly attacks are carried
by mixture of malware in recent survey. To counter-attack the IoT malware,
a vector space called Opcodes (Operational Codes) is introduced and the
learning approach of Eigenspace is used to organize chivalrous and vindic-
tive application. This approach’s sensibility is taken into account opposing
the trash code attacks. Relying on four appraisal estimations, specifically
precision, exactness, survey, and f-measure the model has been evaluated.
Besides, they have considered two other similar examinations subject to the
estimation. The achievements of this approach are:

• 99.68%→ Precision,
• 98.59%→ exactness,
• 98.37%→ survey,
• 98.48%→ f-extent.

An alternative way to protect from trash code attack is also provided by this
model. The datasets accustomed to this model evaluation are coincidentally
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independent. Data’s authenticity and quality is effectively refuted. Added
to it, the datasets are associated with malware tests. More number of IoT
contraptions is now threatened by IoT botnets. To recognize strange traffic in
the network of compromised IoT contraptions, harness of DAE is encouraged
by the makers of the framework to uproot this risk. To eliminate direct attack,
significant learning/steps have been done. Botnets named BASHLITE and
Mirai have been used to halt nine IoT contraptions used in business, to
analyze their model. Then the model was subjected to:

• Bogus Positive Rate
• Genuine Positive Rate
• Attack Disclosure Time

The model they proposed got a mean of 0.007 with error of 0.01 and scored
100 percent result in TPR. It recognized the attacks in the time of 174–212
ms including the attacks of BASHLITE and Mirai. Three intelligent models
with specialization with computer have been developed from the proposed
model and relationship b/w them will clarify the doubts on the accuracy of
the model. It is doubted that the ability of the model to isolate the attacks from
huge traffic maybe from pressure limits, self-instructed, and unquestionable
level component extraction limit. To acknowledge the attacks made on the
social IoT, Stochastic Slope Plummet learning approach is proposed [9]. This
model overpowered other shallow models in every perspective of evaluation
when it is subjected to:

• Audit
• Bogus Alert Rate
• Exactness
• F1-measure
• Precision
• Revelation Rate

The model is trained under only NSL-KDD dataset and only subjected to
U2R, R2L, and DoS attacks, and under these conditions it outperformed
standard simulated intelligent models. To monitor interference area in IoT
networks, a better learning model is proposed by the makers which uses the
Bidirectional LSTM Repetitive Neural Organization [10]. Only single dataset
is used to train this model, it notched 95.7% precision, and it is evaluated
under seven estimations:

• Audit
• Distinguishing proof time
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• Exactness
• FAR
• F1-score
• Incorrect end-rate
• Precision

The models that where identified are not on par with the proposed method.
The makers of the framework came with another model trained using LSTM
to identify malware in IoT which targets Opcodes [11]. Previous dataset
is used to train the model which got an accuracy of 98% when undergone
through: TP, TN, FP, FN, and precision test. It identified malwares counted
to 180 and threats counted to 271. The makers again proposed another IoT
framework subjected to Programming Characterized Systems administration
[12]. For metropolitan networks where security can’t be compromised, this
model is proposed. To perceive peculiarities, an Intrusion Detection System
(IDS) is passed utilizing the RBM. Using artificial intelligence computations
and undergoing eight tests—audit, Bogus Negative Rate, Bogus Revelation
Rate, exactness, FN, FP, TN, and TP—the proposed model is evaluated.
KDD99(dataset containing 1999 attacks which comprises only DoS, R2L,
Surveillance, Test and U2R types) is used in training the model, and it
goes on to make precision speed of 94% and above. Training the model
with the current attacks would make the precision to go much higher. It is
identified that IoT applications are more vulnerable and has security threats
[13]. To overcome cyberattacks, a model is proposed, and it is tested on:
audit, acknowledgment time, exactness, and precision. This model achieved
above and below 95% accuracy on the datasets NSL-KDD and UNSWNB-15
respectively. UNSW-NB15 is a dataset with recent attacks while NSL-KDD
is a dataset got from making some changes in KDD99. It’s observed that the
model performs well in prepared dataset than progressing dataset. Besides,
the makers in assessment [14] have proposed and completed four significant
learning figurings and considered everything against regular simulated intel-
ligence estimations. Further, they have recognized that the hybrid of CNN
and LSTM computation have beaten any leftover estimations stood out from
significant learning and simulated intelligence counts, with a bewildering
precision of 97.16%. Almost, all significant learning models have outma-
noeuvred the computer-based intelligence models. Curiously, the dataset was
controlled to change the data as it includes significantly unbalanced data.
Likewise, limited model appraisal estimations were used, for instance, preci-
sion, exactness, and audit. Further, evaluation estimations, for instance, MCC,
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f-measure, and TPR, may have improved the model. Their framework gen-
erally bases on online revelation of association attacks against IoT entries.
Using DRNN (Dense Random Neural Network) the framework makers pro-
posed another model to increase the probability of counterattacking future
attacks [15]. It mainly focuses on DoS attacks carried on IoT contraption.
Results were identical with what we got for previous models. But attacks
were limited to absence of rest attack, broadcast attack, deluge attack, TCP
SYN, and UDP flood. A similar repeated test was carried out on the model
and the result didn’t deviate that much. Various organizations are affected
by a malware called Ransomware. To detect Ransomware, a model was
proposed which accompanies CNN and LSTM. F-measure, FPR, MCC, and
TPR were the evaluation tests conducted on the model, and it secured f-extent
of 99.6%, and it identified 97.2% of Ransomware. It separated Ransomware
in an exact manner how we want it. Duplicated datasets were used while
analyzing further. And it works as usual in identifying other attacks like DoS.

9.4 Deep Learning and Big Data Technologies for IoT
Security

Here, we are going to identify the relationship b/w our three known zones of
evaluation. Significant learning, huge datasets, IoT security, and evaluation
strategies were discussed previously and also the methods which maintain
them all. We then went on to identify the relationship b/w those. It has showed
that either any of those contributed much in past assessments. Immaterial
tests have been removed. These points give way for future research. Among
three sections on every section, only two assessments we did. The pros and
cons are discussed underneath. With improvement in technologies, newly
created attacks were carried out on these contraptions, which paved a way
for reducing the attacks which resulted in huge downfall. Along these lines,
makers of [17] have arranged a significant data structure for interference area
using portrayal strategies, for instance, decision trees, conditional Bayes,
DNN, random forest, and SVM. The estimations used for appraisal are
exactness, audit, sham rate, unequivocally, and assumption time. Apache
Flash has been used as a phase for executing interference disclosure in sharp
structures using tremendous data assessment. They have declared that the
DNN estimation gets the most critical exactness for the unrefined dataset.
In light of everything, the most vital precision procured was by the DNN
model, yet the exactness is under 80%. Besides, the DNN estimate time is
higher and it stood out from various models. What’s more, the makers in this
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examination [18] have inspected the types of progress in hardware, program-
ming, and association geologies, including the IoT, present security perils
that require bleeding edge approaches to manage be executed. IDS supported
DNN has been proposed in mean time. MLP supported DNN is closed by
FFNN. The framework contributed enormously in data development, Apache
Flash bundle enlisting stage, and they have been discussed. The Apache Flash
pack figuring is set up over the Apache Hadoop One more Asset Mediator
YARN. Accuracy, audit, f-score, FPR, precision, and TPR were tests carried
out on the model. On both NIDS and HIDS, intelligent models made by man
were defeated by this model. Regardless, in the multi-class calcification, the
exactness plunges under 90% for explicit attacks in a bit of the datasets. IDS
datasets weren’t used in the benchmark for DNN.

9.5 Cloud Framework for Profound Learning, Enormous
Information Advances, and IoT Security

Application of cloud systems in huge development on data, security of IoT
contraptions, and significant learning are dealt under this. Trustable results
have been shown by expressive learning in various territories, in any case,
significant adjusting maybe extremely computational expansive for gigantic
extension applications. This accordingly, powers the joining of extra com-
putational resources as we apply expressive learning on vast application, the
resources we had previously would restrict us. Accordingly, cloud structure
can be harnessed to settle this test as they hold colossal proportions of
resources, for instance, memory, multi-focus GPU and CPU, and move speed.
In addition, some cloud systems significantly offer assistance for immense
data headways and IoT [19].

9.5.1 Related Works

To overcome the shortcomings in security of IoT framework, quite number of
scientists came up with some techniques which help in improving the security
and also will help in the future. Most of the frameworks didn’t consider
ML/DL techniques to remove the loopholes in the security. Recent survey
showed IoT frameworks had troubles in the area of access control, appli-
cation security, confirmation, encryption, and in network security too [20].
Granjal, Silva, and Monteiro [21] underscored the IoT correspondence
security after checking on issues and answers for the security of IoT corre-
spondence frameworks. Zarpelão et al. [22] directed a review on interruption
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discovery for IoT frameworks. Weber [23] zeroed in on lawful issues and
administrative ways to deal with the decision if IoT structures fulfill the
protection and security prerequisites. Roman, Zhou, and Lopez [24] talked
about security and protection in the appropriated IoT setting. These scientists
additionally specified a few difficulties that should be tended to and the
upsides of the conveyed IoT approach regarding security and protection
concerns. Overview [25] explored developing weaknesses and dangers in IoT
frameworks, for example, Ransomware assaults and security concerns. Xiao
et al. [26] momentarily thought ML techniques are for ensuring information
protection and security in the IoT setting. Their investigation likewise showed
three difficulties in future ways of ML usage in IoT frameworks (e.g., cal-
culation and correspondence overhead, reinforcement security arrangements,
and fractional state perception). Other overview chapters, for example, [27]
zeroed in on the employments of information mining and AI techniques
for network protection to help interruption recognition. The studies mostly
examined the security of the digital area utilizing information mining and AI
strategies and predominantly looked into abuse and abnormality recognitions
in the Internet [28]. Notwithstanding, rather than different studies, our study
presents an extensive audit of bleeding-edge machine and late advances in
profound taking in techniques from the point of view of IoT security. This
review distinguishes and looks at the chances, benefits, and weaknesses of
different ML/DL techniques for IoT security. We talk about a few difficulties
and future headings and present the distinguished difficulties and future
bearings based on looking into the potential ML/DL applications in the IoT
security setting, subsequently giving a helpful manual to scientists to change
the IoT framework security from just empowering a safe correspondence
among IoT parts to start to finish IoT security-based wise methodologies.
In [29], the author proposed and assessed a novel recognition technique
that separates social previews from the organization and auto-encoders have
utilized to detect unusual traffic in the network from traded-off gadgets.
The significant downside of utilizing unaided AI calculations for recognition
issues is traffic in the network, the greater part of the streams are ordinary and
abnormalities like assaults and exceptions are uncommon, which contrarily
influences achievement rates and the location of peculiarities. Thus, better
outcomes are normal with administered methods. Then again, many directed
learning calculations are utilized to distinguish assaults and are prepared on
datasets with names showing whether the examples have been pre-delegated
assaults or not. With the help of ML techniques and ANN and SVM, non-
T or traffic attacks are identified in the UNBCIC datasets [30] and also
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from whitelist it recognized IoT contraption types. In order to segregate the
information got on traffic in the network, Random Forest technique is used
[31]. Another work that has a similar method to manage our assessment was
presented by [32] in the principal chapter which proposed the Bot-IoT dataset.
IoT dataset was assessed by LSTM, RNN, and SVM models, anyway in their
assessment they didn’t choose the adversarial force of their models. In our
work, while we use a comparable Bot-IoT dataset presented in [33], we base
on removing new features from the dataset and evaluating unmistakable man-
made intelligence counts on this dataset [34] is another assessment that used
the BoT-IoT dataset.

9.6 Motivation of the Proposed Methodology

• To improve the security in the sensational data and to overcome from
various attacks using fast Fourier transform with Multi-layered Deep
Neural Network (MDNN).

• To resort (protecting the sensational data from the various attacks) the
data from cloud infrastructure are of large resource to secure the data
from various attacks using IDS with deep neural network.

• To improve classified accuracy using Ensemble classification techniques
such as and along with the relevant images retrieval using K-means
classification technique with appropriate similarity among the query
image.

9.7 Research Methodology

The suggested Deep Learning Protection framework in Figure 9.1 is a
distributed, lightweight, agent-based intrusion detection system. The model
architecture is similar to that proposed in, but the trust management and
fault tolerance mechanisms are completely different. The agents are seen as
autonomous, reflexive, constructive, and cooperative actors in the proposed
approach. They are in charge of the study’s data collection, interpretation, and
inference. The agents use an inference approach that uses the collected data
as evidence in an MDNN network. For precision and fault tolerance, such as
dealing with the possibility of certain agents being compromised, monitoring,
and analysis research is duplicated.

Recent IoT technologies and advanced deep learning techniques used
in implementing framework are described in Figure 9.2. Development in
analysis got interest, as when various sectors started to create vast amount
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Figure 9.1 Overall architecture of the fault tolerance deep analysis secured data.

Figure 9.2 Implementation architecture of the sensational attacks analyzing fault tolerance
ensemble classification using MDNN.
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Figure 9.3 MDNN architecture.

of data. In Figure 9.3 discusses about MDNN architecture and this framework
has 3 stages: Using the dataset taken from the cloud as input is the first
stage; analyzing the fault in the classification, obtained using deep learning
architecture; on the basis of accuracy, precision, recall, metrics, and F1 score,
the framework will be evaluated. In a short period of time, with significant
number of higher accuracy, they claimed their model will analyze a large
amount of data with less computational power. It is said that at every stage, the
model gives 95% of accuracy, F1 score, recall, and precision. The framework
proposed has been embodied with insufficient IoT data.

9.7.1 Dimensionality Reduction

There are different methods that can be used in the pre-processing technique
for DR. For the following advantages it offers, the DR is considered:

• Reducing the dimensions decreases required memory to save the data.
• Reduced training or computing times require a smaller number of

dimensions.
• If data has several dimensions, most of the algorithms in the process of

feature extraction don’t really handle well.
• The multicollinearity between various data features is well dealt with by

DR techniques and redundancy between the features is eliminated.
• It aids in imagining data’s lower dimensions at last.
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9.7.2 Independent Component Analysis

A relatively new statistical and computational methodology for data pro-
cessing is independent component analysis (ICA). ICA emerged from the
community of signal processing, where it was developed as a powerful
technique for separating blind sources. It is possible to write the basic ICA
model for feature transformation as:

st = uxt

where,
xt→ observed feature vectors (matrix with dimensions n× p)

st→ new independent vectors (matrix with dimensions n× p)

u→ de-mixing matrix (matrix with dimensions n× p)

The most non-Gaussian direction is the first IC. A new statistically indepen-
dent “non-Gaussian” directions coordinate system is found by xt. Initially,
the most non-Gaussian direction is identified by the algorithm through an
iterative process. This process continues finding 2nd, 3rd, . . . , etc., most
non-Gaussian directions using the previous direction which is independent.
Independent vectors (matrix with dimensions n×p) are determined from data
vectors (matrix with dimensions n× p ) so that original data can be projected
into u (independent components) estimated from the data. st’s join probability
density function equals implied by statistical independence. The number of st
and the dimensions of xt will be reduced consequently using PCA. Here, both
PCA and the selected PCs have the same numbers. Upon completing the data
whitening process, independent components and transformation matrix are
estimated using fixed point-algorithm. Mutual information is called a measure
of the dependency between random variables. Maximizing their negentropy
is equal to minimizing the mutual information between the components.
Negentropy can be expressed approximately as follows in the fast ICA:

JG(st(i)) ≈ [E{G(st(i))} − E{G(V )}]2

where,
G→ non-quadratic function,

V→ Zero mean and unit variance Gaussian variable,

st(i)→ n-dimensional vector, one of the rows taken from the matrix u.

Below optimization problem is resulted from substituting in st(i) = uTi xt Eq.
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Maximize Σt
ist(i)JG(µi) = [E{G(µTi x)} − E{G(V )}]2

Subject to E{(µTi x)2} = 1 i = 1, 2, . . . n

We can get one new independent component from the solution to this
optimization problem, solved with the help of Fast ICA algorithm. st (i.e.,
reduced IC matrix) can be calculated based on this.

9.7.3 Principal Component Analysis

In Principal Component Analysis, new features (aka Principal Components)
are added by converting the existing features in a dataset. The new features
(aka principal components) are combinations of initial variables linearly and
are categorized in a way that the highest variance is represented by the
first principal component of the data. The variance remained are represented
by subsequent new features, which doesn’t supplement the first principal
component. Redundant features are eliminated by SVD (i.e., singular value
decomposition) through components decomposed from the original matrix,
based on Eigenvalues and Eigenvectors. The above transformation is made
keeping in mind that the greatest possible variance should be the first
principal component.

xt ∈ Rn and

p∑
t=1

Rxt = 0| t = 1, 2 . . . p

where,

x→ given input matrix with dimension n× p and n < p

Above is the mathematical idea behind PCA.
Obtaining the Eigenvalues in the given problem is the way by which this

vector space is transformed into new vectors by PCA as follows:

λiµi = cµi i = 1, 2, . . . , n

where,
λi ≥ 0→ one among n Eigenvalues of n× p covariance matrix(c),

c =

(
1

p

(
p∑

t=1

xtx
T
t

))
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µi → Eigenvector of λi

yt(i) = µ1ix1 + µ2ix2 + ......+ µnixn = µTi xt i = 1, 2, . . . , n

which is an orthogonal transformation of yt(i).
Among all yt(i) in the data set, the vector which has maximum variance

is chosen by the highest Eigenvalue. With the help of first many Eigenvectors
got from sorting them in non-increasing order w.r.t., Eigenvalues, new vectors
of PCs got reduced from initial vector space of PCs | k < n.

9.7.4 Cloud Architecture

There are only a few blocks, that is, cloud servers (C1, C2) and clients
(multiple). The authenticated client encrypts the trained images and stock
unreadable image data on cloud servers; a content-based query image will be
taken from the users by the server. To store the unreadable encrypted sub
images, two cloud servers, C1 and C2, as shown in Figure 9.4 are used,
respectively. The pre-trained output images of the CRNN model typically
undergo some heterogeneous operations on the linear layers. To evaluate the
computations with high protection on the non-linear layers, C1 retains its
private key sk and IIES operations are performed in C2. Where the feature
extracted from the model is shared by C1, C2 cloud servers and images
are encrypted. The encrypted images uploaded by the trained model users
are converted by a user to the encrypted data format and a test image is
identified. However, the trained image I user gets the encrypted image Ia by
summating a stochastic matrix Ib along with it. However, Ia is transferred to
the cloud server C1, and Ib is transmitted to C2. Exploratory SNN images
are created in a similar pattern by a client over the test image trapdoor.
Subsequently, accepted Ia, C1 carries out Improved Image Encryption System
(IIES) protocols with C2 to convert the unintelligible image, Ib to the primary
image with key sk.

9.7.5 Encryption Decryption Using OTP

The concept of: For a message, an OTP (One-time pad) can be used as a key
only once; is an encryption method used in cryptography and information the-
ory. In this method, equivalent to the length of the message to be encrypted,
a random key is generated without repetition. Bitwise XOR is performed
b/w plaintext and key and generated output is the ciphertext. C = P⊕K,
where P = Plaintext, ⊕ = Exclusive-Or, K = Key, and C = Ciphertext is the
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Figure 9.4 The system architecture with the Ensemble classifier model.

expression used in OTP, where P → Plaintext, ⊕ → XOR, K → Generated
Random Key, and C→ Ciphertext. Performing the same operation b/w C and
K gives us back P, this is called decryption. Either OTP or random key used
is found, the system is vulnerable.

The Mathematical Proof of OTP Security

Let,
L→ # bits in the plaintext string and

i ∈ (1, L)

Then,
pi→ it bit in the plaintext string,

ci→ it bit in the ciphertext string,

ki→ it bit in the key string,

P (pi)→ probability that pi was sent,
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P (pi|ci)→ probability that pi was sent given that ci was observed.

If P (pi|ci) = (pi), then the system will be perfectly secret. This section
deals about why completely secret, the OTP system is. Performing XOR b/w
plaintext data bits and key bits, is the standardized way.

Bitwise XOR-ing key and plain text give us ciphertext from sender side:

ci = pi ⊕ ki→P (pi) [1]i

Due to the unpredictability and random nature of OTP, we make the following
assumptions:

1. Probability of detecting a key bit is same for each key in OTP and in
One Time Key.

2. We knew next to nothing from the previous bits of the key in determining
the next bit.

Distribution of P(Ci):

P(ci = 1) = P(ci = 1 | ki = 1)

P(ki = 1) + P(ci = 1 | ki = 0)

P(ki = 0) by the definition of condiional probability = P(pi = 0)
P(ki = 1) + P(pi = 1)

P(ki = 0) by equation (1)

= P(pi = 0) (1/2) + P(pi = 1) (1/2) by equation (2)

= (1/2) [P(pi = 0) + P(pi = 1)]

regrouping = 1/2

since pi can only be 1 or 0

P(ci = 0) = P(ci = 0 | ki = 1) P(ki = 1) + P(ci = 0 | ki = 0)

P(ki = 0) by the definition of conditional probability

= P(pi = 1) P(ki = 1) + P(pi = 0) P(ki = 0) by equation (1)

= P(pi = 1) (1/2) + P(pi = 0) (1/2) by equation (2)

= (1/2) [P(pi = 1) + P(pi = 0)]

regrouping = 1/2 since pi can only be 1 or 0

Distribution of P(ci | pi ):

If pi = 0: P(ci = 0 | pi = 0) = P(ki = 0) by equation (1)

= 1/2 by equation (2)

P( ci = 1 | pi = 0) = P(ki = 1) by equation (1)
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= 1/2 by equation (2)

If pi = 1: P(ci = 0 | pi = 1)

= P(ki = 1) by equation (1)

= 1/2 by equation (2)

P(ci = 1 | pi = 1)

= P(ki = 0) by equation (1)

= 1/2 by equation (2)

So the above derivation implies P(ci | pi) = P(ci). P(pi) = P(pi | ci) implies a
system is perfectly secret. With the use of joint and conditional probability
and with P(ci) and P(pi | ci ) we can write P(ci | pi) P(pi) in the following
ways:

P(pi and ci) = P(ci | pi) P(pi) and P(pi and ci) = P(pi | ci) P(ci)

P(pi | ci) P(ci) = P(ci | pi) P(pi)

Combining the above equations gives,
P(ci | pi) = P(ci)

Cancelling the terms using the above proof leaves us with:
P(pi | ci) = P(pi) which implies perfect secrecy.

(i) Encryption Phase—To deny access to unauthorized, data is converted to
cipher in this process.

(ii) Decryption Phase—Decrypting the encrypted text is done in this process.
This word may be used to specify a method of manually decrypting the data
or using the correct codes or keys to decrypt the data. The random number
generated from two sources is retrieved. Creating a random number from
a single source, maybe gets predictable. Therefore, by having the random
numbers from two sources, we implemented this scheme. All computer gen-
erated random number are pseudo-random, meaning a mathematical formula
is used to generate them predictably. For certain purposes, this may be
good, but it does not provide full protection. Our first source of randomness
is ambient noise, which is better than the commonly used pseudorandom
number algorithms in computer programs for many purposes. Another factor
has been incorporated so that by throwing a ten-sided dice, we can get full
randomness.
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9.7.6 OTP Algorithm

The Encryption Algorithm

Step 1: Load file
Step 2: Read the content of the file and store in an array list Plain
Step 3: Calculate the number of blocks in the file and the offset (Plain / 64 =
blocks; Plain % 64 = offset)
Step 4: Generate 512 bit random key
Step 5: Generate a random integer for each file block and store in an array
Step 6: Shift the key four times by four of the above generated random
numbers and store the shifted keys as s1, s2, s3, and s4
Step 7: Generate a one-time pad (OTP) with the key and the random integers

a: Get the total size of the plain text
b: Shift the key with a random integer
c: Inverse the shifted key NOT (shift key)
d: Repeat steps b and c for each block, append it to the one-time pad array
e: For the offset append one (1) to the pad and append zeros till the pad is
complete
f: Return one-time pad = OTP Step

step 8: Break the plain text into blocks of 512 bit each and perform a Cipher
Block Chaining (CBC) with each of the previously shifted keys

a: Exclusive Or the block and key, block XOR key = text1
b: Exclusive Or text1 and s1, text1 XOR s1 = text2
c: Exclusive Or text2 and s2, text2 XOR s2 = text3
d: Exclusive Or text3 and s3, text3 XOR s3 = text4
e: Exclusive Or text4 and s4, text4 XOR s4 = text5
f: Append text5 to the array text
g: Repeat steps a through f for each block

Step 9: Exclusive Or each bit in OTP and the bit in text, OTP XOR text =
cipher
Step 10: Convert the binary values in cipher to character and store in file
Step 11: Store the random key into the key file and append it with all random
numbers used for shifting
Step 12: End B.

The Decryption Algorithm

Step 1: Load file
Step 2: Read the content of the file and store in an arraylist
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Step 3: Calculate the number of blocks in the file and the offset (Plain / 64 =
blocks; Plain % 64 = offset)
Step 4: Read the content of the key file, store the key into an array
Step 5: Store the shift integers into another array
Step 6: Shift the key four times by 4 of the shift integers and store as s1, s2,
s3, and s4
Step 7: Generate a one-time pad with the key and the random integers

a: Calculate the total size of the plain text
b: Shift the key with the shift integers gotten from the key file
c: Inverse the shifted key NOT (shift key)
d: Repeat steps b and c for each block, append it to the one-time pad array
e: For the offset append one (1) to the pad and append zeroes till the pad is
complete
f: Return one-time pad = OTP

Step 8: Convert the cipher text to binary values = text
Step 9: Exclusive Or each bit in OTP and the bit in text, OTP XOR text =
text1
Step 10: Break the cipher text into blocks of 512 bit each and perform a
Cipher Block Chaining (CBC) with each of the previously shifted keys

a: Exclusive Or the tex1 and s4, text1 XOR s4 = text2
b: Exclusive Or text2 and s3, text2 XOR s3 = text3
c: Exclusive Or text3 and s2, text3 XOR s2 = text4
d: Exclusive Or text4 and s1, text4 XOR s1 = text5
e: Exclusive Or text5 and key, text5 XOR key = text6
f: Append text6 to the array plain
g: Repeat steps a through f for each block

Step 11: Convert the binary values to character and store into the plain text
file
Step 12: End

9.7.7 Ensemble Classifier SVM, Random Forest Classification

SVM:

SVM (Support Vector Machine) is a supervised learning algorithm. The prob-
lems involving classification/regression can be solved by this but predomi-
nantly in classification. Each data item is represented by an n-dimensional
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space point in the SVM algorithm where n → # features we have. Each
feature is pointed by a unique coordinate. Classification is done by finding
a hyper-plane which differentiates the two classes for a good extent.

Support Vectors are simply individual observation coordinates. The SVM
classifier is a boundary that divides the two classes most effectively (hyper-
plane/line). SVMs are a set of similar techniques of supervised learning
used in classification and regression. They belong to a generalized linear
classification family. The empirical classification error is simultaneously min-
imizing by a special SVM property and the geometric margin is maximizing.
Structural Risk Minimization is the place where SVM concentrates a lot.
SVM maps the input vector to a higher dimensional space where a maximum
hyperplane separation is created. To separate the data, two Parallel hyper-
planes are created on each side of the main hyperplane. Parallel hyperplanes
are divided by a hyperplane, which maximizes the distance b/w the two.
Assumption: Generalized error and distance b/w Parallel hyperplanes are in
indirect relationship. Consider the following data points:

{(x1, y1), (x2, y2), (x3, y3), (x4, y4), ....(xn, yn)} (9)

where,
xn→ p-dimensional real vector,
n→ # sample,
yn = 1/–1→ Has value 1 or –1.

To safeguard against variable (attributes) with greater variance, the scaling is
necessary. Dividing hyperplane has the equation,

w. x + b = o→ [1]

where,
b→ scalar,
w→ p-dimensional vector.

w and hyperplane dividing it are ⊥. We may increase the margin by adding
the offset parameter b. The hyperplane is forced to pass through the origin
in the absence of b, limiting the solution. We are interested in SVM and
parallel hyperplanes, as we are interested in the maximum margin. Parallel
hyperplanes can be described by equation w.x + b = 1, w.x + b = –1. We can
pick these hyperplanes so that there are no points between them if the training
data is linearly separable, and then try to optimize their distance. 2 / |w| is the
distance b/w the hyperplanes by geometry interpretation. So the next thing to
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do, is minimizing |w| is ensured for excitation of data points.

|yi(w.xi − b) ≥ 1, 1 ≤ i ≤ n→[2]

SVs (aka Support Vectors) are the samples along the hyperplanes. M = 2 / |w|
is the largest margin, separating hyperplane which has this margin, specifies
training data points closest to the support vector machine.

A canonical hyperplane with maximum margin is given by:

y j [wT . x j + b] = 1, j =1→ (3)

The following are the constraints that OCH should follow every data:

yi[wT . xi + b] ≥1; i =1,2. . . l→ (4)

where,
l→ # training data point

Minimizing ||w||2 w.r.t. inequality constraints will help us in finding optimal
separating hyperplane which has maximal margin:

yi [wT . xi + b] ≥ 1; i =1,2. . . . . . .l

Lagrange l function’s saddle points will solve this optimization problem.

LP = L(w, b, α) = 1/2||w||2 -
∑

αi (yi (wT xi + b )-1) i=1 l = 1/2 wT w -
∑

αi

(yi(wT xi + b )-1)→ (5)

where,

α0→ Lagrange’s multiplier

Minimizing Lagrange w.r.t. w and b and maximizing w.r.t. α0(≥ 0) makes it
necessary to find the optimal saddle points (w0, b0, α0).

Any of the following will solve the problem:

1. Primal form (which has the terms w & b)
2. Dual form (which has the term α0)

αi (αi ≥ 0) (4) and (5) are convex, and they hold KKT conditions, which
is sufficient to maximize the αi(4). Applying partial differentiation on αi(5)
w.r.t. saddle points (w0, b0, α0).

∂ L / ∂ w0 = 0 l i.e w0 =
∑

α i yi xi→ (6)
&

∂L / ∂b0 = 0 l i .e
∑

α i yi = 0→ (7)
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We get the dual form from the primal form by substituting (6) and (7) in (5).

Ld (α) =
∑

αi - 1/2
∑

αi αj yi yjxi T xj=1→ (8)

Maximizing Ld (dual Lagrangian) w.r.t. non-negative ai and equality con-
straints will help us in identifying the optimal hyperplane as follows:

αi ≥ 0, i = 1,2. . . ...l l
∑

αi yi = 0 i =1

Ld(α) (dual Lagrangian) depends on the input pattern’s scalar products (xi T
xj) only and is expressed in terms of training data.

9.7.8 Random Forest

A classifier which reach single output through combination of multiple
decision trees output is called Random Forest.

{h(x,∈ k)k = 1, 2, . . ..}

where,
{Θk } → identically distributed independent random vectors.

At input x, the most favored class is cast a unit vote by each tree. Breiman
followed below steps, to produce a single tree in Random forest:

• From the earliest data, at random sample N cases with replacement,
where N is # cases in the training set. The growing tree will have new
cases as training set.

• At each node out of the M, at random m variables are selected (where, M
→ input variables and m << M). The node is separated at which these
m variables are separated at best. During growth of the forest, m is kept
as constant.

• Without pruning, each tree attains its full growth.

In the forest, collective trees are brought into through this method; The Ntree
parameter decides # trees in advance. The variable m is also named as mtry
or k literally. # instances in the leaf node (aka parameter node size) controls
the tree’s depth and its default value is 1. Aiming to classify a new instance,
the above steps are followed to train/built the forest and once it’s done, each
grown tree in the forest, undergoes the same run. Votes are recorded for every
classification done by each tree on the new instance. The new instance is
classified as the class, which gets the maximum votes taking account of all
trees.
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Figure 9.5 Random forest classification.

For a given input variable, each tree has right to vote to select the best
classification result. Specific process is shown in Figure 9.5.

We refer Forest RI generated decision tress as Random Forest, here on.
Initial instances of about one-third are left out for each tree, when an active
sample set is taken out by sampling with replacement. These instances are
termed as Out-of-Bag (OOB) data. In the forest, each tree’s error is estimated
from its own OOB data set and named as OOB error estimation. In Random
Forest, the following are:

• PE * = P x,y (mg(X,Y)) < 0→ Generalized error
• mg (X,Y) = avk I(hk (X) = Y) – max j 6=Y avk I(hk (X) = j)→ margin

function

The measure of the amount by which avg # votes at (X, Y) for the right class
exceeds the avg vote for any other class is the margin function.

• S = E X, Y (mg (X, Y))→ Strength of Random Forest
• PE* ≤ ρ (1 – s2 ) / s2→ Upper bound of Generalized error where, ρ→

mean value of correlation b/w base trees.

Thus, it implies, accuracy of Random Forest is in direct relationship with
diversity and accuracy of the base decision trees.

9.8 Performance Metrics

To evaluate performance of the system, a pack of statistical metrics will be
followed in this section below.

The performance analysis of the submitted method is illustrated below.
Parameters to be considered for evaluation are recall, AUC, precision, accu-
racy, and F1 score. Various performance metrics have been calculated using
the classified output.
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Accuracy: It shows the percentage of correctly classified instances during
classification.

Accuracyrate =
TruePositive+ TrueNegative

TotalInstances
∗ 100

Precision: It measures what proportion of data transmitted to the network had
an intrusion. The predicted positives (Network predicted as the intrusion is TP
and FP) and the network having an intrusion are TP. This is used to measure
the quality and exactness of the classifier as shown below:

Precision =
TruePositive

TruePositive+ FalsePositive

Recall: The recall is the ratio Real Positives which are correct Predicted
Positive and is defined as

Recall =
TruePositive

TruePositive+ FalseNegative

F1 Score: The F1 Score reflects the average accuracy and recall value.
Definition of precision is the judgment of accuracy whereas recall is detecting
the sample instance based on the attribute called faulty or non-faulty.

F1−Measure =
2× Precision×Recall
Precision+Recall

Output of model-generated belongs to one of the following four categories
which are used to calculate the previous metrics:

• False Negative (FN)→ label—attack; prediction—normal.
• False Positive (FP)→ label—normal; prediction—attack.
• True Negative (TN)→ both label and prediction are normal.
• True Positive (TP)→ both label and prediction are attack.

9.9 Dataset Description

Cyber security datasets used in network intrusion detection to benchmark the
performance assessment and comparison of IDS, include regular and unusual
traffic in the network in each dataset. Owing to the privacy concerns of orga-
nizations, infrastructure data on traffic in the real-world network is largely
internal as well as inaccessible. Publicly accessible datasets, however, enable
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Table 9.1 Comparison of the existing and the proposed Ensemble classifier using NSL-KDD
dataset

Random Proposed

S.NO Metric DBN (%) SVM (%) Forest (%) Ensemble (%)

1 Area Under ROC 96.55 94.95 97.25 98.56

2 Precision 96.80 92.62 96.87 97.27

3 Recall 88.47 86.22 91.98 92.17

4 F-Measure 92.45 89.30 94.36 94.65

5 Accuracy 92.11 93.24 93.45 95.12

the researcher to obtain a true assessment of IDS results. These datasets lack
variety in traffic, large volumes of traffic and new types of assaults such as
low footprint. Therefore, in order to give logical and fair competition to other
modern detecting approaches, old, and new public datasets are used.

Tavallaee et al. proposed newly renovated KDD Cup 99 dataset called
NSL-KDD [39]. Amount of data about traffic in the network, is around 4 GB
in this dataset. Network flow’s different features are deployed by 41 attributes
which describes each raw and to indicate the type of flow, each is assigned
with a label such as normal or any specific attack. As it is used in testing
unusual detection models, we selected this dataset, and also it has numerous
attributes and instances.

Table 9.1 shows some of the observation of the KDD Cup 99 Dataset, the
outcome of the classifier has been estimated from the instances of the Real
world IoT data, then classifying the instances with the same observation, then
the performance measures of various techniques of DBN, SVM, and Random
Forest are compared with Proposed_Ensemble. The table displays accuracy,
area under ROC, F-Measure, precision, and recall performance comparisons.
It has been analysed from the Actual and predicted value which are taken
from the objective of classes of various attacks in IDS.

In terms of accuracy, Figure 9.6 indicates the contrast of different
approaches. It is an accuracy comparison for KDD Cup 99 Dataset between
existing and proposed techniques. As shown in Figure 9.6, the Proposed
Ensemble achieves accuracy with a maximum percentage than the exist-
ing techniques. Whereas DBN, SVM, and Random Forest approaches have
resulted in the worst performance by furnishing a minimum of training
accuracy values of about 92.11%, 93.24%, and 93.45%. Finally, the Pro-
posed_Ensemble technique operates more efficiently when compared with
other models by acquiring the maximum accuracy value of training values of
about 95.12%.
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Figure 9.6 Accuracy comparison of various existing techniques with Proposed Ensemble by
applying KDD Cup 99 Dataset

Figure 9.7 Precision comparison of various existing techniques with Proposed Ensemble by
applying KDD Cup 99 Dataset.

In terms of precision, Figure 9.7 illustrates the comparison of various
methods. It is a precision comparison between current and proposed tech-
niques for the KDD Cup 99 Dataset. As shown in Figure 9.7 above, with a
maximum percentage of current techniques, the Proposed Ensemble achieves
precision. Whereas by having a minimum of training precision values of
about 96.80%, 92.62%, and 96.87%, the DBN, SVM, and Random Forest
methods have resulted in the worst results. Finally, by acquiring the full
precision value of training values of about 97.27%, the Proposed_Ensemble
system performs more effectively compared to other models.
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Figure 9.8 Area under ROC comparison of various existing techniques with Proposed
Ensemble by applying KDD Cup 99 Dataset

Figure 9.8 represents the AU-ROC. This illustrates the comparison of
various methods. It is an AU-ROC comparison between current and proposed
techniques for the MIB Dataset. As shown in Figure 9.8 above, with a
maximum percentage of current techniques, the Proposed Ensemble achieves
AU-ROC. Whereas by having minimum of training AU-ROC values of about
96.55%, 94.95%, and 97.25%, the DBN, SVM, and Random Forest method
have resulted in the worst results. Finally, by acquiring the full F1-score value
of training 98.56%, the Proposed Ensemble system performs more effectively
compared to other models.

With respect to recall, Figure 9.9 shows the comparison between different
approaches. It is a KDD Cup 99 Dataset recall comparison between current
and proposed techniques. As shown in Figure 9.9 above, with a maximum
percentage of current techniques, the proposed Ensemble achieves recall.
Whereas DBN, SVM approach have resulted in the worst performance by
furnishing minimum Recall values of about 88.47%, 86.22% respectively
for training. Whereas, Random Forest gradually increased the Recall value
to about 91.98% for training. Finally, the Proposed Ensemble technique
operates more efficiently when compared with other models by acquiring the
maximum Recall value of 92.17% for training.

Figure 9.10 represents the F-Measure. This illustrates the comparison
of various methods. It is an F-Measure comparison between current and
proposed techniques for the KDD Cup 99 Dataset. As shown in Figure 9.10,
with a maximum percentage of current techniques, the Proposed Ensemble
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Figure 9.9 Recall comparison of various existing techniques with Proposed Ensemble by
applying KDD Cup 99 Dataset.

Figure 9.10 F1-Measure comparison of various existing techniques with Proposed Ensem-
ble by applying KDD Cup 99 Dataset

achieves F1-Measure. Whereas by having minimum of training F1-Measure
values of about 92.45%, 89.30%, and 94.36%, the DBN, SVM, and Random
Forest methods have resulted in the worst results. Finally, by acquiring the
full F1-Measure value of the Proposed Ensemble system performs 94.65%
more effectively compared to other models.

9.10 Conclusion

The reason for increasing number of security threats for IoT contraptions is
their rise in popularity. Botnets such as Mirai and Carna are the common
ones which attacked IoT contraptions using vulnerability. Huge volumes of
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different type data are produced by IoT contraptions. So the research suggests
that modern-day solutions are in requirement. So, this chapter proposes the
model designed between cloud architectures. The input dataset will be a
medical database or sensational dataset; the data has been from IoT. Before
this IoT, the cloud structure has been projects with security, and the output
of deep learning architecture with ensemble classifiers will have the IDS for
security. The threshold limit has been established.

Similarly, those data beyond the threshold limit will be sensational. Both
the cloud architecture will have a similar private key, whether the data is
securely transmitted or not. Each information will have its threshold limit,
and this has been analyzed, and categorized classified output is from deep
learning ensemble classifiers. The experimental results show effective data
transmission with higher accuracy when compared with existing techniques.
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Abstract

In this paper, design of a novel Internet of Things (IoT) based agriculture
automation using machine learning (ML) is implemented. The major source
of economy in this country is agriculture. To get better production, there
should be an improvement in the technologies of IoT and ML. Because
of this, there is an improvement in demand of population growth. In this,
agriculture parameters are analyzed using humidity sensor, temperature sen-
sor, and soil moisture sensor. The collected data will be sent to the web
server using IoT. Machine learning algorithm will be applied for this data.
Now, water motor will be on and water sprinkler will sprinkle the water and
GSM message will be send to the corresponding member. At last, output is
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obtained. From the results, we can observe that the accuracy of the system is
improved very effectively.

Keywords: Machine Learning Algorithm, IoT (Internet of Things), GSM,
Soil Moisture Sensor, Temperature Sensor, Humidity Sensor.

10.1 Introduction

These days, we are encircled by a lot of “shrewd” sensors and various frame-
works that provide communication associated through Internet and cloud
stages; this is the Internet of Things (IoT) world view that presents trend
setting innovations in all friendly and beneficial areas of the general public.
This is about the overall market and organizations that contest to expand
their productivity and economy by upgrading expenses, time, and assets and,
simultaneously, attempting to improve the quality of administrations and the
items assortment offered to clients.

The consideration toward effectiveness and beneficial enhancements is
given for likewise in the rural area, where the creation elements and the
sources of the board influence crop types, water systems, and water sources;
keeping such creation rhythms with no programmed control is probably going
to bring data squander, spoiled or deserted harvests, and clean soils and
devastated soils. Creative innovations can be valuable to deal with issues
like ecological maintainability, squander decrease, and soil enhancement. The
social event and the examination of farming information, which incorporate
various and heterogeneous factors, these are of significant premium for the
chance of creating procedures which depends on the biological system and
its assets (enhancement of water system and planting according to soil history
and occasional cycles), the distinguishing proof of benefits and non-powerful
factors, the chance of doing show case investigation comparable to the esti-
mate of future hard-prescient data, the chance of adjusting harvests to explicit
conditions, lastly the capacity to boost mechanical ventures by restricting
and foreseeing equipment disappointments and substitutions. With the people
blast, there is a quick expansion in the interest for food and cultivated stocks
and development interaction to improve yield, cost-satisfactory, and nature
of harvests/rural items being delivered with new innovation like the IoT and
Artificial Intelligence. There is a need to expand yield, viability, and improved
creation of land per unit territory taken under thought. It is important to
accept new advancements to conquer these issues. There are different advan-
tages related with the institution of new advances which include: expanded
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efficiency, legitimate harvest appropriation, crop design idea, legitimate usage
of assets, for example, fertilizers and excrements utilizing the procedure of
Automation and AI model.

Farming is imperative for the advancement of the world. In this, the
people get benefits from farming for sure, which has made agriculture and
business a critical space of study. Large farms will consistently require to
show data, most particularly data for developing harvests which are not
regular in their territory or culture. The normal rancher approaches unrefined
wellsprings of data like TV, radio, papers, individual ranchers, government
horticultural offices, ranch supply, and brokers. There is, consequently a
requirement for a framework that permits ranchers process to important data.
AI is among the moving advances; subsequently, there exist few innovations
and frameworks that show sudden spike in demand for an AI system. As of
late, a few AI frameworks in farming have been tried and made. Assessment
of a couple of AI estimations’ practicality in cultivating and other application
regions has moreover which has been coordinated and this is because AI is
a very reasonable gadget for viable use of resources, assumption, and the
chiefs, which are needed in agribusiness. Artificial intelligence is the limit of
an electrical getting ready structure to get data and apply that data that data.

10.2 Literature Survey

The creators Thomas Truong, Anh Dinh, and Khan Wahid, in this paper gives
clarification about the gadget which gives ongoing natural information to
distributed storage and an AI calculation to anticipate ecological condition
for parasitic location and avoidance. In AI, calculation utilizing Support
Vector Machine (SVM) was created to deal with crude information and
to see the result. SVM gives result, however it is less exact than different
calculations [1]. The creators Mengzhen Kang and Fei-Yue Wang, clarify in
this paper that the idea of Knowledge Data Driven Model (KDDM) is utilized
for new age shows agribusiness which will break the bottleneck of model
application from research centre climate to genuine world [2].

The creators Yun Shi, Zhen Wang, XianfengWang, Shanwen Zhang,
introduced the concept of Internet of things (IoT). Plant disease and insect
pests have turned into a dilemma as it can cause significant reduction in
both quality and quantity of agricultural products [1, 2]. China is one of the
countries which suffer from the most serious plant disease and insect pest
infection in the world. In recent decades, the loss caused by plant disease and
insect pests is far more severe than that by plant fires, so plant disease and
insect pests forecasting is of great significance and quite necessary.
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The creators Carlos Cambra, Sandra Sendra, Jaime Lloret, Laura Gar-
cia, clarify in this paper present the plan of a brilliant IoT correspondence
framework director utilized as an ease where water system regulator. It shows
how IoT, airborne pictures, and SOA can be applied to enormous and keen
cultivating framework. Information is handled in shrewd cloud administration
dependent on the Drools Guvnor.

[4] The creators Dr. N. Suma, Sandra Rhea Samson, S. Saranya, G.
Shanmugapriya, R. Subhashri, clarify that this venture incorporates different
highlights like GPS based far off controlled observing, dampness and tem-
perature detecting, interlopers scaring, security, leaf wetness, and legitimate
water system offices. It utilizes remote sensor networks for taking note of the
dirt properties and natural factors constantly.

[5] The creators Xin Zhao, Haikun Wei, Chi Zhang, Kanjian Zhang, pro-
posed a short-term wind speed for projecting a model with test determination
by another dynamic learning calculation. Dynamic learning is utilized as an
example choice for AI. In this investigation, dynamic learning was helpful for
applications described by countless preparing tests in wind speed forecast [6]

The creators Giritharan Ravichandran, Koteeshwari RS, in this paper
clarified that Artificial Neural Network is utilized which is quite possibly
the best device in displaying and forecast. Feed forward Back Propagation
Network is utilized together to carry out the Artificial Neural Network. The
proposed framework is made as an Android Application, where the client
could take care of the sources of info and get the attractive application.

[7] The creators Harshal Waghmare, Radha Kokare, in this paper support
vector machine and make the choice that emotionally supportive network
is utilized to recognizable proof of plant sickness through the leaf surface
determination and example acknowledgment. Determination Support Sys-
tems (DSS) for horticulture depends on the innovation that can be valuable
for ranchers and help to expand the farming efficiency. From this paper this
comes to realize that the DSS is efficient, improve viability, and increment
leader fulfillment.

[8] The creators Hemantkumar Wani, Nilima Ashtankar, clarify that AI
calculation is given for the forecast of sicknesses utilizing the Bayes bit cal-
culation. Gullible Bayes introduced the design which provide communication
between ongoing information and existing informational collection. Guidle-
less Bayes part calculation is used for the characterization of information
detected from the sensors.

[9] The creators Snehal S. Dahikar, Prof. Dr. Sandeep V. Rode, Prof.
Pramod Deshmukh, explain in this paper that in India cultivation is the
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primary occupation. Above 70% of businesses relyon cultivation. In this
paper, Artificial Neural Network innovation was utilized. The smart frame-
work has brought fake neural network (ANN) to turn into another innovation
which gives grouped answers for the pipelining issues in agribusiness inves-
tigations. This will just introduce the most regularly utilized sort of ANN,
which is the feed forward back spread organization. Here, the ANN is
utilized for predicting appropriate yield for specific soil and furthermore
recommending legitimate compost for that crop.

10.3 Novel IoT-Based Agriculture Automation Using
Machine Learning

Figure 10.1 shows the flow chart of novel IoT-based agriculture automation
using ML. In this, agriculture parameters are analyzed using humidity sensor,
temperature sensor, and soil moisture sensor. The collected data will be send
to the web server using IoT. Machine learning algorithm will be applied for
this data. Now, water motor will be on and water sprinkler will sprinkle the
water and GSM message will be send to the corresponding member. At last
output is obtained.

Figure 10.1 Flow chart of novel IoT-based agriculture automation using ML.
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A humidity sensor is an electronic device that measures the humidity
in its environment and converts its findings into a corresponding electrical
signal.

Relative humidity is calculated by comparing the live humidity reading at
a given temperature to the maximum amount of humidity for air at the same
temperature.

The DHT22 Digital Temperature and Humidity Sensor Module AM2302
is a basic, low-cost digital temperature and humidity sensor. It uses a capaci-
tive humidity sensor and a thermistor to measure the surrounding air and spits
out a digital signal on the data pin (no analog input pins needed).

Soil moisture sensors do not measure water in the soil directly. Instead,
they measure changes in some other soil property that is related to water
content in a predictable way. The highest accuracy will be obtained when
the soil sensor is entirely surrounded by the soil, with no gaps between
the probe and the soil. A temperature sensor is an electronic gadget that
actions the temperature of its current circumstance and converts the info
information into electronic information to record, screen, or sign temperature
changes. DS18B20 Temperature Sensor—The advanced temperature sensor
DS18B20 follows a solitary wire convention and it very well may be utilized
to gauge the temperature in the scope of –67◦F to +257◦F or –55◦C to +125◦C
with ±5% accuracy. The range of obtained information from the 1-wire
can go from 9-piece to 12-cycle. Since, this sensor upholds the single wire
convention the managing of this should be possible through a solitary pin of
microcontroller. This is a prevalent level convention, where every sensor can
be set with a 64-cycle sequential code which serves to control overflowing
sensors utilizing a solitary pin of the microcontroller. It is a piece of the
incorporated Water System. Use a zero preceding decimal focuses: “0.25,”
not “.25,” use “cm3,” not “cc.”

Water Motor can show a wide voltage fluctuation from 180 to 240V
without impacting the engine. This motor can show a wide voltage fluctuation
from 180 V to 240 V without impacting the engine.

A water sprinkler (otherwise called a water sprinkler or just a sprinkler) is
a gadget used to flood rural yields, yards, scenes, greens, and different zones.
They are additionally utilized for cooling and for the control of air borne
residue. GSM implies Global System for Mobile communication, which is
an organization that upholds both cell and information. The equivalent goes
for CDMA, which means Code Division Multiple Access. US Mobile as of
now just works as a GSM organization.
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Figure 10.2 shows the accuracy of comparison for novel IoT-based
agriculture automation using ML and agriculture automation using ML.
Compared to existing one, the proposed novel IoT-based agriculture using
ML improves the accuracy in an effective way.

Figure 10.3 shows the performance of comparison for novel IoT-based
agriculture using ML and existing agriculture automation using ML. Com-
pared to the existing one, the proposed novel IoT-based agriculture using ML
improves the performance of system in an effective way.

Figure 10.2 Accuracy comparison.

Figure 10.3 Performance comparison.
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10.4 Conclusion

The proposed framework gives farming arrangement utilizing Artificial Neu-
ral Network Machine Learning calculation which is utilized for performing
information forecast based on information detected by sensors. Because
of utilization of IoT gadgets, framework gives computerized answers for
information forecast. The delivered result will be useful for rancher to take
precise choice of revenue-driven increase. The framework will give all earlier
information ahead of time to the rancher for taking appropriate choice.
The proposed framework will be utilized to improve the recognition of
sicknesses and anticipate how the infection will spread in crop field. Same
proposed framework can be stretched out to give the pesticides to anticipated
sicknesses.
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Abstract

The Internet of Things (IoT) and Machine Learning (ML) are commonly
used in the field of medical diagnostics and health care to monitor a patient’s
condition. The IoT has been used to create systems that use the functionality
of a wearable series of sensors to warn patients in the event of an abnormality.
ML has assisted medical diagnosis by using models that are designed to detect
anomalies within a patient’s condition. Health professionals and patients
benefit from the use of IoT technology because they have access to the latest
up-to-date medical device settings. Furthermore, medical applications are
mostly interested in IoT to minimize costs, simplify processes, and improve
patient satisfaction. The increasing amount of medical information provided
by the IoT is used for improving results for the patient by ML approaches
in health care. These methods offer both exciting applications and significant
challenges. In this paper, the developments of several applications using IoT
and ML in healthcare are discussed, along with the use of 5G technology and
cloud computing to manage the smart healthcare system.
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11.1 Smart Healthcare—An Introduction

The current epoch is one of digitalization. With the advancement of inno-
vation and rational hypotheses, traditional medicine has begun to digitize,
with biotechnology at its heart. Furthermore, astute patient care has ushered
in a new era of data creativity. Medical care that is intelligent is not only
an easy, forward-thinking move, but also a massive shift. This shift can
be seen in clinical model changes, informatization implementation changes,
clinical administration changes, and changes in the concept of counterac-
tion, and therapy. These advancements are focused on addressing individual
needs while increasing clinical consideration productivity, which greatly
improves the clinical and wellness administration experience and points to the
potential advancement direction of modern medicine. This assessment will
start with the concept of savvy medical treatment, then quickly present the
core developments promoting savvy medical care and explain the successes
and challenges in doing so by researching the deployment status of these
advancements in significant clinical areas, and finally advance the potential
possibilities of smart healthcare services.

According to studies in similar areas, remote health surveillance is fea-
sible, but the benefits it might have in different contexts are maybe more
important. Remote health surveillance may be used to monitor non-critical
patients at home instead of in the hospital, freeing up hospital services such as
doctors and beds. It could improve access to health services for people living
in rural areas or enable elderly people to stay in their homes for longer periods
of time. It can essentially improve access to healthcare facilities thereby
lowering the pressure on healthcare programs, and it can give individuals
more control of their health at all times [1].

The IoT ensures the personalization of healthcare services by including
each patient’s digital identity. Many health issues have remained undetected
in traditional health programs due to a shortage of ready-to-access healthcare
facilities. On the other hand, IoT-based approaches that are comprehensive,
noninvasive, and reliable have assisted in the rapid monitoring and review of
patient data. In IoT-based healthcare, many remote machines record, store,
and transmit real-time medical data to the cloud, making it much easier to
collect, manage, and process vast data streams in novel ways and trigger
context-dependent alerts. This innovative data collection technique allows for
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continuous and widespread access to medical devices via the internet from
every wired IoT device.

11.2 Background Study

The concept of “Savvy Planet,” suggested by IBM (Armonk, NY, USA) in
2009, resulted in shrewd medical treatment. Smart Planet is a clever system
that uses sensors to gather data, transfers it over the IoT, and loops it through
supercomputers and cloud computing. It has the ability to organize and
integrate social structures in order to comprehend the complex and refined
administration of human society. Brilliant medical services are a healthcare
management system that makes use of innovation such as wearable devices,
IoT, and the flexible network to efficiently access data, interface people, mate-
rials, and organizations associated with medical services, and then effectively
manages and responds to clinical environment needs in a smart way [2].
Careful medical attention will promote contact between all medical meetings,
ensure that the participants received the necessary administrations, assist
the meetings in making informed choices and encourage a healthy portion
of property. To put it plainly, keen medical care is a higher phase of data
development in the clinical field.

Many participants, such as experts and patients, emergency clinics, and
research institutions, make up shared care facilities. It is a natural whole
that involves a variety of metrics, such as disease prediction and monitoring,
analysis and treatment, clinic executives, well-being dynamics, and clinical
discovery. IoT, mobile Internet, cloud computing, big data, 5G, microelec-
tronics, and artificial intelligence, as well as modern biotechnology, form
the backbone of smart medical services. WIFI, 3G/4G, Bluetooth, and NFC-
RFID are only a few of the many data and exchange advancement (ICTs)
that provide brilliant urban environments with more mindful, informed, and
effective management dependent on human beings and city inspections [3].
These innovations are widely used in all aspects of advanced medical treat-
ment. Patients can use wearable devices to track their health on a regular
basis, search for professional assistance by menial helpers, and use far-flung
homes to carry out remote administrations; experts can use a variety of
intelligent clinical decision support tools to assist and enhance their decisions.
Clinical records should be supervised by specialists using an integrated data
stage that includes a Laboratory Information Management System, Picture
Archiving and Communication Systems (PACS), Electronic Medical Record,
and other systems. Careful robotics and mixed reality engineering will help
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doctors perform more precise surgical procedures. Radio-recurrence identi-
fying proof (RFID) invention should be used to manage personnel materials
and the gracefully chain in medical centers, with integrated administration
stages gathering data and assisting dynamic. The use of portable therapeutic
levels will improve patients’ experiences. It is possible, from the perspective
of pragmatic exploration companies, to use approaches such as AI instead of
manual drug sampling and to find suitable subjects using large data sets [4].
Smart medical care can successfully reduce the cost and risk of procedures,
increase the usage proficiency of clinical assets, advance trades and coor-
dination in different districts, push the development of telemedicine and
self-administration clinical consideration, and ultimately make personalized
clinical administrations ubiquitous by using these advances.

11.3 Motivation of This Work

With the progress in data innovation, the concept of superb medical treatment
has gradually gained traction. Smart medical care makes use of another
century of data advancements, such as the loT, big data, cloud analytics, and
artificial intelligence, to transform the traditional healthcare paradigm in a
big way, making medical care more efficient, beneficial, and personalized [4].
With the aim of presenting the concept of savvy medical services, we will go
through the major advancements that aid savvy medical care and the existing
state of savvy medical care in a few key fields in this report. We then go
through the latest challenges of skilled emergency services to try to come
up with solutions. Finally, we consider the potential prospects of outstanding
medical treatment.

11.4 Internet of Things–Enabled Safe Smart Hospital
Cabin Door Knocker

Today, every individual needs to have their own home for living with relatives.
And furthermore, individuals are occupied with different exercises, for exam-
ple, occupations, business, and so on. A few people select security individuals
to ensure their home, a few people utilize some security components, for
example, camera, lock, and so forth to ensure their homes’ safety. In this
paper, the creators acquainted have made sure about lock framework with
secure entryways. Made sure that Smart Door framework is a mechanical
or conventional entryway which is connected with electronic circuit. To
get to the entryway, the clients need to utilize advanced data, for example,
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a mystery code, shrewd card, or a unique mark. The term “conventional
locks” is basically alluding to locks that are not mechanized and bolts that
must be physically occupied with request for the locking instrument to be
worked. The vast majority of these locks’ components are turned on either
by turning on a key, pivoting the thumb job, or squeezing a catch. In the two
cases, it is physically turned on and should be physically worked to unplug
the lock instrument. The most customary locks work when a key is utilized
to enact the lock system, enabling it to bolt or open.

In its easiest structure, shrewd locks are programmed renditions of cus-
tomary locks. IoT can be used to monitor door access remotely using a smart
indicator. Much of the time, the brilliant lock will utilize the conventional
lock component, yet the lock instrument can be utilized electronically or
distantly. These locks vary in light of the fact that they require distinctive
collaboration (between the client and the lock) than conventional locks. The
name Smart Locks additionally comes from its capacity to be controlled
and worked by cell phones, just as its capacity to incorporate with other
brilliant gadgets. These locks permit property holders to control and secure
their locks a way that conventional locks don’t. On the off chance that the
keen locks are working the path as it is planned to, it gives unrivaled simple
entry and solace as appeared. Producers of savvy locks will in general zero
in additional on the productivity and added highlights that lock brings to the
table, causing them to hold back on security factors that have made locks a
trademark for each home. IoT normally alludes to the association of gadgets
(other than common admission, e.g., PCs, and cell phones) to the Internet.
Vehicles, kitchen devices and even heart screens can be associated online
things. Furthermore, as the IoT fills in the following not many years, more
gadgets can be added. Secure Door Access is a straightforward advanced
lock framework, that containing a 4-digit secret key put away in the program.
The framework gathers the client contribution from 4 digits, and contrasts
the client input and the preset secret phrase. Inside the program, if the client
enters and matches put away passwords, access will be conceded (by opening
the entryway). In the event that there is a crisscross between the client input
and the put away secret phrase, access will be denied (by not opening the
shut entryway and sending an instant message that somebody is attempting
to open the entryway). Few points of interest are:

• Improve home security to maintain a strategic distance from robbery
• No requirement for key
• House proprietors will get notice in the event that anybody is getting to

the entryway
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• Very reasonable for the older or crippled: so, they can arrive at the
entryway rapidly without requirements of other people’s help.

Drawbacks

• To remember passwords
• Need electricity
• If specialized problem, can’t get to the entryway.

The IoT makes use of the Internet’s accessibility to have access to cloud-
based resources or long-distance communication. It also relies on microcon-
trollers, sensors, and other circuit components to create useful devices for
sending in the workplace to detect a certain signal. The information gathered
by this device can be accessed by a cloud-based system, and the amount of
data can also be burnt by using standard devices such as PCs, laptops, and
mobile phones. G. Sowjanya and S. Nagaraju created and introduced an IoT-
based door access control and safety scheme based on a biometric scanner,
password, and IoT security problem [5]. M. L. R. Chandra, B. V. Kumar,
and B. Suresh Babu have a basis for home security. The proposed method
captures the image and transfers it to the authorized mail using the Simple
Mail Transfer Protocol [6].

11.5 Smart Healthcare System Communication Protocol

Massive advancements in remote engineering and cloud computing have
benefited the general population in a variety of areas. Telemedicine, or
portable medical treatment, is one use that makes use of this technology,
and protection is one of the key issues here. In recent years, digital media
technologies have included flexible organizations, coordinated sensors, and
IoT administrations. Over a long time, the topic of privacy, confidentiality,
and trust has been a test in the world of IoT frameworks. Just a few projects
have been suggested to support secure communication in IoT-enabled Med-
ical Wireless Sensor Networks (MWSNs). However, existing conventions
have several design flaws and are vulnerable to a variety of security threats,
including sensor and client pantomime attacks. A novel engineering in
MWSNs is proposed in this article, along with a suitable validated key
foundation convention based on light weight Elliptic Curve Cryptography
(ECC) for the engineering. The new ratification convention recognizes the
security concerns that remain in current conventions. The traditional tech-
nique Burrows–Abadi–Needham (BAN) argument is used to explain the
convention’s precision. Further investigation also led to the conclusion that
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the conference is safe from actual security threats. In addition, the proposed
convention is described in Verilog Hardware Description Language (HDL)
and its functionalities are checked using an Altera Quartus II reproduction
system for FPGA execution. Our convention’s investigation and comparison
to similar conventions suggest that the proposed convention is more powerful
and vigorous than the existing conventions [7].

11.6 IoT-Cloud Based Smart Healthcare Data
Collection System

Numerous actual articles, for example, gadgets, vehicles, buildings, and dif-
ferent items are utilized in customary organization framework to characterize
the IoT. IoT innovation utilizes the pre-established framework of organiza-
tions to guarantee its legitimacy. Numerous mainstream brilliant gadgets are
used generally, including PDAs, tablets, and sensor-prepared gadgets. The
accelerometer, gyro, and proximity sensors are among the sensors used in
advanced cells. Accelerometer sensors are used to measure a body’s increas-
ing speed and shift in rotational point, a closeness sensor is used to estimate
the identification of nearly located objects, and GPS technology is used to
estimate body positioning. RFID marks may be used to differentiate IoT
papers. The number of people applying for jobs in IoT innovation is steadily
growing. There is also an examination-based expectation that there will be
36.5 billion remote associations by the end of 2020, with 70 percent of remote
associations containing sensor devices and 30 percent without sensors.

Various IoT projects, such as body applications, the smart house, the
smart city, and smart climate ventures, all energies the use of IoT tech-
nology. Assurance and computerization ventures are used in the smart
house. Contamination, temperature, tremor and tidal wave exploration, and
checking projects have all been launched in order to establish the harsh
atmosphere. Smart transportation, nation outskirt security, electronic admin-
istration frameworks, brilliant city gracefully chain the board, and matrix
station testing are examples of keen city projects. Since IoT technology is
so widely used in all aspects of life, it’s no surprise that it’s still widely
used in the health sciences. Accordingly, unique IoT-based keen wellbeing
administrations ventures are being started around the world. Different sorts
of keen wellbeing administrations are being given to people in general. These
may incorporate the accompanying: distant observing of patient wellbeing,
understanding dealing with in a crisis, drug and routine wellbeing exam
updates, far off patient medicines, and looks for the closest wellbeing assets
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to the patient, for example, specialists, paramedical staff, meds, rescue vehi-
cle administrations, and numerous other wellbeing assets. Wellbeing is a
significant substance for human life, and it greatly affects the economy.

Several schemes have been proposed to implement IoT technology in
healthcare administrations. In the writing for IoT invention, three important
ideal models have been examined: implementation, protection, and profi-
ciency spaces. The proposed scheme focuses on the stability, proficiency, and
implementation spaces of IoT advancement in health care. With IoT creativ-
ity, this scheme provides a general strategy and implementation approach.
It addresses all of the innovation’s commonsense application problems (i.e.,
correspondence substances, correspondence advances, equipment structure,
information stockpiling, information stream, and access instruments). Zhao
et al. [8] suggested a structure that observed elderly people from afar. They
focused on the IoT innovation application space. Their model catered to
the needs of senior citizens. In their proposed model, they used AI pro-
cedures. Basanta et al. suggested another structure, Help to You (H2U), to
screen elderly people and their health status [9]. Swiatek and Rucinski [10]
proposed the importance of distant checking for patients in the application
worldview. Their proposed model emphasized an appropriated structure for
delivering smart health administrations. They have looked after the creative
and commercial aspects of e-healthcare services. Yang et al [11] combined
the traditional concept of a hospital package with excellent health adminis-
trations. Medical forms of assistance are provided using iMedBox, iMedPack,
and Bio-Patch. Fan et al. [12] suggested a productive asset improved recon-
struction framework in IoT conditions. In their proposed model, semantic
evidence is used to proficiently understand the therapeutic assets of a keen
health system. Ding et al. [13] suggested a scheme to keep the electronic
Healthcare record and area data confidential, which took aim at the security
worldview of IoT invention. Regardless, their main focus was on the protec-
tion of individual areas, individual IDs, identifiable evidence of queries, and
individual electronic health records. Guigang Zhang, Chao Li, Yong Zhang,
and colleagues [14] suggested that clients/patients’ health data be verified by
using explicit principles to calculate the massive IoT clinical sensor data.

11.7 Use of Machine Learning in Different Fields
of Medical Science

With regards to viability of AI, more information quite often yields better out-
comes and the medical services area is perched on an information goldmine.
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McKinsey gauges that large information and AI in pharma and medication
could produce an estimation of up to $100B yearly, in light of better dynamic,
advanced development, improved productivity of examination/clinical pre-
liminaries, and new apparatus creation for doctors, purchasers, safety net
providers, and controllers. Where does this information come from? In the
event that we could take a gander at named information streams, we may see
innovative work (R&D); doctors and centers; patients; parental figures; and so
forth the variety of (as of now) divergent beginnings is important for the issue
in synchronizing this data and utilizing it to improve medical care foundation
and therapies. Consequently, the present-day center issue at the convergence
of AI and medical care: discovering approaches to viably gather and use
bunches of various sorts of information for better investigation, avoidance,
and therapy of people. Thriving uses of ML in pharma and medication are
flickers of an expected future in which synchronicity of information, exami-
nation, and advancement are a regular reality. In this segment, we give break-
down of a few of the spearheading utilizations of AI in pharma and territories
for proceeding with development. ML holds much promise for accurately
identifying a variety of findings in pictures. While the mainstream press has
used computers to replace radiologists, the most exciting thing maybe that
ML appears to be able to find features in images not visible to people [15].

11.8 Illness Identification/Diagnosis

ML used to differentiate between illnesses and diagnose diseases is at the
cutting edge of medical science. More than 800 drugs and antibodies to treat
malignant growth are provisional, according to a 2015 study by Manufac-
turers of America and Pharmaceutical Research. Although this is energizing,
Knight Institute Researcher, Jeff Tyner said in a meeting with Bloomberg
Technology that while it is energizing, it also poses the challenge of figuring
out how to deal with all subsequent data. “That is the place where the
possibility of a scholar working with data researchers and computation lists
is so significant,” said Tyner. Surprisingly, significant players were among
the first to jump on board with the innovation [17]. Ebb and Flow Research
ventures in progress incorporate measurement preliminaries for intravenous
tumor therapy and location and the executives of prostate malignant growth.

11.8.1 Discovery of Drug & Manufacturing

AI is helpful in discovery of drug. ML applies in early stage of the discovery
of the drugs. As next-generation sequencing and precision medicine which
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can support in finding alternative paths for treatment of multifactorial diseases
in the R & D technologies [18]. Now, unsupervised learning algorithms are
being used which is able to identify the pattern without using the prediction.
AI technologies are used in treatment of lot of diseases such as cancer and
moreover in personalizing of drugs.

11.8.2 Diagnosis of Medical Imaging

Through the AI and ML it is easy to diagnose the disease in a short period
of time. Automatic detection of the abnormalities is helpful in taking quick
decisions related to any diseases. It also controlled to lessen diagnostic errors.
For example, sometimes type of fracture is difficult to detect through standard
images but AI tools help in detecting minor variations also in image that is
useful in the surgery.

11.8.3 Clinical Trial

Machine Learning is helpful in clinical trials. Through the ML prediction
analysis we can identify the candidate for the clinical trial. Also, Machine
Learning is more helpful in tele-medicine or healthcare sector to identify
reasons behind the causes/effects of diseases upon humans. It is also helpful
in diagnosing the disease of the patient through previous history by prediction
analysis. ML also helps in remotely monitoring the patients. There are a
number of applications of ML that are useful in increasing the efficiency of
the clinical trial, for example„ evaluating the best size of a sample, helpful in
reducing the error, duplicate data in EMR (Electronic Medical Record).

11.8.4 Epidemic Outbreak Prediction

AI and ML are helpful in reduction of the outbreak disease. SVM (Support
vector machine) and Neural Networks are helpful in predicting the factors
related to malaria such as temperature and total number of positive cases. ML
algorithms are helpful in predicting the disease alert through the previous data
prediction analysis.

11.8.5 Robotic Surgery

It is the latest field in the healthcare industry. ML applications are used in
supporting robotic surgery. It reduces the procedure time and also minimizes
the fatigue of the surgeon. ML techniques are also very helpful in decreasing
the utilization of the resources especially at the time of pandemic even when
the number of patients is higher than usual.
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11.8.6 Smart Health Record

Most of the unstructured data stored in Electronic Health record system and
that is unreadable or lot of the data stored in the text files and past data are not
analyzed by the humans. Sometimes, the data is unreadable due to ambiguity,
jargons, and lack of uniformity. So, ML is accommodating in covert that data
into the useful data through Natural Language processing (NLP). NLP is also
used in social media through sentimental analysis to read the important charts
of patients, it helps to extract the important data.

11.9 Challenge’S Faced Towards 5G With IOT And Machine
Learning Technique

Creating advances, for example, 5G organizing, IoT, and AI are empowering
everything from self-driving vehicles to common language acknowledg-
ment. In any case, these promising innovations are additionally making new
network protection challenges for IT security experts.

“There are a few advancing assault vectors, however the three that truly
keep me up around evening time are 5G networks, the internet of things,
and AI or AI,” said Paul Mazzucco, Chief Security Office for TierPoint.
Mazzucco clarified how these arising three assault vectors will affect network
safety in an ongoing webcast, Bots evolve to challenge security in a 5G
World.

11.9.1 5G and IoT Empower More Assault Vectors

5G networks are turning out in most significant urban communities, and
Verizon predicts that a big part of the United States will before long be
utilizing 5G. Other than quicker speeds, 5G offers the capacity to characterize

Figure 11.1 Main problems in 5G.
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use-case based virtual organizations made to meet the scope of necessities of
IoT gadgets. For instance, a self-driving vehicle may send and get volumes of
information for examination, though an ecological sensor may communicate
just temperature and moistness changes. For constant surveillance of chronic
patients, a smartphone utilizing the next-generation cellular data network,
namely 5G, and an IoT-based solution has been suggested in [20]. Also, few
problems with respect to 5G has been listed in Figure 11.1. 5G empowers
many tweaked networks over existing framework. That ability is extending
the potential use cases for IoT. There are now an expected 27 billion IoT
gadgets, in businesses going from assembling, transportation, and broad-
cast communications to medical services, places of business, and purchaser
homes. Estimates recommend that the quantity of IoT gadgets will arrive
at 50 billion by 2030. Tragically, numerous IoT gadgets have frail security,
made more fragile via indiscreet clients who regularly disregard to change
the manufacturing plant default passwords on their gadgets. The developing
number of unstable IoT gadgets implies more open doors for cyber attackers
who can utilize them to invade corporate organizations and make botnets to
dispatch Denial of Service (DoS) assaults.

Nor is 5G without its own security weaknesses. To make separate vir-
tual organizations, 5G utilizes Software-Defined Networking (SDN). These
numerous product-based organization “cuts” offer cyberattacks more focuses
to hack and expands the chances they can recognize singular sorts of traffic.
Moreover, 5G utilizes short-separation transmissions, making it subject to
various, little cell towers situated close to sending associations. That, once
more, grows the quantity of expected targets and assists programmers with
pinpointing which pinnacles are destined to communicate a specific associa-
tion’s traffic. “A programmer can plunk down close to the framework, track
down those parcels, and assault specific ones,” said Mazzucco, referring to
medical clinics with their volumes of by and by recognizable data (PII) as
high-esteem targets.

11.9.2 Smarter Bots Can Likewise Misuse These Assault Vectors

AI is making everything more astute, so it’s nothing unexpected that AI is
additionally helping programmers make more brilliant wrongdoing bots. Bots
are pieces of code that do fundamental undertakings. Dissimilar to botnets
which are organizations of IoT gadgets contaminated with bot malware,
singular bots are programs that do things like, search the web, scratch data
off sites, and retweet news things via online media. An arising fourth era of
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bots is utilizing AI to impersonate human conduct—and doing it all around ok
that numerous security arrangements neglect to identify them. “Programmers
are utilizing artificial intelligence and AI to be more viable,” noted Mazzucco,
noticing that assessed 20% of Internet traffic is brought about by noxious bots.
For example, 4G bots can be daisy-binded to perform complex, robotized
assaults which are difficult to recognize in light of the fact that they so
consummately execute human conduct—directly down to moving the mouse
pointer in an arbitrary example much like a human examining a page. In
“fourth era bots realize how long to press on symbols to emulate people and
will even incorrectly spell words deliberately to look more legitimate,” notes
Mazzucco. “We call it conduct capturing utilizing progressed AI.”

AI-controlled bots can likewise insect conditions to discover what secu-
rity conventions are set up, what the best assault vector is, and by what
means should the assault be organized for ideal achievement. There is a
positive side to this. The product-based nature of 5G should make it simpler to
screen traffic for explicit dangers and adjust security arrangements for various
sorts of traffic. Moreover, AI and mechanization will likewise assist with
supporting 5G security. For instance, robotized examination of traffic designs
utilizing AI can realize what is ordinary versus strange conduct for explicit
gadgets, applications, and end-clients, and spot potential assault designs.
Relapse testing can take a gander at designs throughout extensive stretches
of time, for example, 90 days past, and distinguish related abnormalities
separated days or weeks separated.

AI is additionally helping network protection designers make fourth era
“white cap” bots to search out wrongdoing bots and stop them before they
can do harm. For instance, AI-based innovations, for example, goal-based
profound conduct examination, are being created to all the more precisely
and rapidly distinguish terrible bot practices. In last, all readers are requested
to read our papers [21–29] to know more about IoT, IoT-based Healthcare,
Machine Learning role in Healthcare, Deep Learning, etc.

11.10 Future Possibility of Smart Healthcare With Internet
of Things

IoT and AI together are to play key role in future smart hospitals. The blend
of AI IoT will uphold the advancement of shrewd medical clinics and fuel the
progressing development of large information investigation. IoT is required to
consolidate with the intensity of AI, blockchain, and other arising advance-
ments to make the “brilliant emergency clinics” of things to come, as per
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another report by Frost and Sullivan. The IoT—additionally usually referred
to in the medical care industry as the Internet of Medical Things (IoMT)—
comprises of all clinical gadgets, quiet checking apparatuses, wearables, and
different sensors that can impart signs to different gadgets by means of the
internet.

• These apparatuses create enormous measures of information that must
be put away, incorporated, and dissected to produce noteworthy experi-
ences for ongoing infection the executives and intense patient consider-
ation needs.

• IoT information is a significant expansion to other clinical information
sources, for example, the Electronic Health Record (EHR), that permits
suppliers to screen patients on a continuous premise or foresee changes
in a person’s wellbeing status.

• “Raising interest for distant patient observing, alongside the presentation
of cutting-edge cell phones, versatile applications, wellness gadgets, and
progressed medical clinic framework, are making way for setting up
keen emergency clinics everywhere on the world,” says the report.

• Prescient examination techniques are starting to depend on the accessi-
bility of information from wearables and IoT gadgets both inside and
outside of the medical clinic.

• Anticipating understanding decay or contamination in the inpatient
setting requires nonstop input from bedside gadgets, while home check-
ing apparatuses, for example, Bluetooth-empowered circulatory strain
sleeve, scales, and pill containers can keep patients’ disciple to persistent
sickness the executives’ conventions outside of the facility.

As indicated by an ongoing investigation by Deloitte, more than 66% of
clinical gadgets will be associated with the internet by 2023, contrasted with
only 48% of gadgets in 2018. The uptick in associated gadgets will prompt
the accessibility of more information for investigation, which will thusly
require novel strategies for extricating significance from crude datasets. An
artificial intelligence and AI procedure are obviously adjusted to overseeing
and examining nonstop information streams in enormous sums, says Frost
and Sullivan, and will be basic for guaranteeing that significant bits of
knowledge are introduced to suppliers without over-burdening their work
processes. “Sensors, artificial intelligence, big data analytics, and blockchain
are vital technologies for IoMT as they provide multiple benefits to patients
and facilities alike,” said Varun Babu, Senior Research Analyst, TechVision.
“For example, they help with the conveyance of focused and customized
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medication while at the same time guaranteeing consistent correspondence
and high efficiency inside savvy clinics.” The possibility to improve pro-
ductivity, draw in patients constantly, and stretch out beyond unfriendly
occasions has made a huge business open door for gadget makers, pro-
gramming sellers, and examination designers, adds a different report by
MarketersMedia.

Presently, the worldwide IoT market is esteemed at $20.59 billion, and
is foreseen to develop at a 25.2% Compound Annual Growth Rate (CAGR)
until 2023 to reach $63.43 billion. The market incorporates implantable
apparatuses, for example, heart gadgets, just as internet-associated ventila-
tors, imaging frameworks, indispensable signs screens, respiratory gadgets,
implantation siphons, and sedation machines, MarketersMedia says. Ice
and Sullivan likewise foresees that arising classifications of IoT gadgets,
including cement skin sensors, will add to the monetary chance, while
creating innovations, for example, blockchain, will improve the security,
interoperability, and investigation capability of these apparatuses. To succeed,
suppliers and designers should work together on making and conveying infor-
mation guidelines and shared conventions to guarantee the consistent trade of
information across dissimilar frameworks. “The primary goal of IoMT is to
kill pointless data inside the clinical framework so that specialists can zero in
on conclusions and treatment,” said Babu. “Since it is an arising innovation,
innovation engineers need to offer state sanctioned testing conventions with
the goal that they can persuade emergency clinics regarding their wellbeing
and viability and capitalize on their gigantic potential.”

11.11 Conclusion and Future Scope

Throughout the long term, mechanical advancements in the medical services
industry have led to improved diagnostics and expanded the nature of patient
consideration. From headways in exploratory prosthetic innovation to the
utilization of artificial intelligence in retinopathy conclusion, medical care is
creating at a fast movement. While the Internet of Things (IoT) has just been
a vital part of the medical care development, late occasions have featured
its current and future potential in medical care innovation. Note that the
presentation of smart pills can improve treatment and care in near future. One
key progression in clinical treatment is the presentation of “savvy pills” that
contain minute sensors to communicate persistent information once gulped,
inserting itself in the stomach lining. In the territory of examination improve-
ment, Proteus Discover’s brilliant pill can gauge how viable medicines are all
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in all. They help tell specialists when patients have taken their medication,
in light of the fact that for specific conditions like malignancy, sadness,
and schizophrenia, patients can battle to adhere to a timetable. It likewise
monitors their action levels, with the goal that doctors can improve propos-
als for their wellbeing. With the developing number of cell phone clients
worldwide and the presentation of 5G, the general population is getting on
to how simple online channels are for clinical purposes, just as retail use.
Moreover, measures to ensure medical care experts, for example, distantly
worked disinfecting instruments are bound to be sent later on. Finally, with
the inescapable effect of respiratory sicknesses, for example, COVID-19, the
contribution of clinical trackers and wellness gadgets are significant in giving
early recognition and therapy.
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Abstract

Machine Learning (ML) and Internet of Things (IoT) are two of the highly
discussed and extensively used research areas in the current world. In highly
essential and sensitive arenas of healthcare, a perfect blend of these two com-
ponents can pave way to striking innovations which would have the potential
to cure numerous diseases and health-related issues. One of the main reasons
for combining IoT and subsets of AI is because they are complementary to
each other from a plethora of perspectives. IoT can be easily used to handle
and deal with voluminous amounts of data flow and processing while the
ML algorithms can be used to extract useful and necessary information, for
training data models, and so on. Furthermore, this unique combination of two
major technical concepts would improve and optimize the efficiency of opera-
tions in the medical field. It would significantly reduce the load and the efforts
to be put in by the medical fraternity while they can indulge in exploring
deeper into the dwellings of medical sciences in curing diseases. Moreover,
IoT connects the different devices as per these needs and instantiates a smooth
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flow of interaction between the interconnected gadgets and devices. This
paper mainly talks about the role of IoT and ML in healthcare and elucidates
the necessities of wearable systems and communications standards.

Keywords: Smart Devices, Internet Connected Things, Machine Learning,
AI–IoT-based Future Healthcare.

12.1 Introduction

The current scenario is extremely different when compared to that of the
past years. Studies by World Wellbeing Association have shown a plethora
of cases to support the same. It also predicts that at this rate, 2030 is likely
to be extended by around three more years. However, the possibility of future
varies completely for females in the society, for instance by around 8 years
for ladies in Poland. This often leads to adaptability changes and issues
encompassed by other medical concerns [1]. This calls for frameworks and
systems that would motivate the existence of such techniques without paying
for the cost of security and privacy. This can be made possible by evolving
methodologies which possess a self-ruling framework, capable of monitoring
a person’s position and actions and responses.

Exploration in related fields has demonstrated that far off health mon-
itoring is conceivable, yet maybe more significant are the benefits it could
give in various settings. Distant health monitoring could be utilized to screen
non-basic patients at home as opposed to in medical clinic, lessening strain
on hospital resources, for example, specialists and beds. It very well may
be utilized to provide better admittance to medical services for those living
in rustic areas, or to empower old individuals to live freely at home for
longer. Basically, it can improve admittance to healthcare resources while
diminishing strain on medical services frameworks, and can give individuals
better authority over their own wellbeing at all times [2].

12.2 Background Work

A plethora of surveys, researches, and contributions have been made in
the field catering to Internet of Things (IoT) and Machine Learning (ML)
especially with regards to the medical arena. Authors R. Prasad and H.
Kobayashi have been trying to bring about an enhancement in equipment
depiction language framework through a profitable means. They also plan on
highlighting the nine-venture multi-technique configuration measure model
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which consists of architectural intricacies, detailing, segment recreation, etc.
[3]. Their answer empowers the reduction of the time needed for displaying
and reproduction-related exercises by 31% and 16%, separately, contrasted
with the traditional equipment depiction language-based plan [4].

The proposal put forth by S. A. Megel et al. includes three major phases:
prerequisites, determination, and utilization. In the first stage, the architects
must narrow down the critical problem/concern and highlight a chart with the
design of the framework. In the second stage, the proposal chart is polished
and converted into the substance flowchart, which would be efficiently imple-
mentable into the constructed framework in the final stage. Also, after every
DM stage, the approval and confirmation should be done to guarantee that the
key ideas would have been met [3].

To improve the efficiency of the perplexing gadgets framework plan, H.
Eskelinen proposes to apply two surveys to the customary four-stage hard-
ware framework plan, which are: framework plan, gadgets plan, mechanical
plan, and plan for assembling. Those surveys are utilized to shape necessities
arrangements of electronic framework segments.

F. Wang and M. J. Hannafin express that the plan-based exploration
should be “even minded, grounded, intelligent, iterative, adaptable, integra-
tive, and relevant.” In light of this presumption they structured nine standards
of the plan-based exploration: uphold plan with research from the beginning;
set reasonable objectives for hypothesis advancement and build up an under-
lying arrangement; direct the examination in delegate genuine settings; work
together intimately with members; execute research techniques deliberately
and intentionally; dissect information quickly, persistently, and reflectively;
refine plans consistently; report logical impacts with plan standards; and
approve the generalizability of the plan.

A. Saini and P. Yammiyavar picked the client as the point of convergence
of the plan of m-wellbeing framework. They utilize the item situated frame-
work plan approach, common for programming advancement, and afterward
study associations and connections between the framework prerequisites and
the segments of the client’s necessities and objectives. Client driven plan turns
out to be particularly helpful in wellbeing applications, where the partners
and various types of clients may communicate various prerequisites and
requirements.

The recommended DM approach of M. Ahmad thinks about five
plan angles: the objective field disappointment rate, expected use climate,
expected climate use conditions, expected walled in area use conditions,
and expected item inner conditions. The strategy is pertinent to appraise the
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objective’s lifetime in the IoT. It utilizes the probabilistic methodology for
assessing equipment dependability with given unsure use conditions while
thinking about generally speaking framework unwavering quality.

Arising advancements make new chances, and the hearty observing of
people or things, the same, in indoor and open air conditions, is the fate
important to numerous logical and modern applications, where one of the
most significant is the medical care area. Notwithstanding, the directed
review uncovers that plan philosophies, regardless of their viability, have
not yet been of extraordinary interest to creators in the field of medical care
data frameworks in IoT. The arising medical care applications are conceiv-
able because of the advancement in Miniature Electro-Mechanical Systems
(MEMS), which empower the mix of different gadgets like actuators, sensor
hubs, or mobiles.

WSNs are widely being used in medical technologies mainly because of
their applications and variation. C. Rotariu and V. Manta have put forward
a WSN in order to monitor the pulse and oxygen levels of a patient. W. Y.
Chung, S. C. Lee and S. H. Toh implant Electrocardiography (ECG) and
circulatory strain sensors into a mobile phone [3]. The remote body territory
network is an illustration of an appropriate way to deal with the IoT medical
care worldview. S. - L. Tan, J. Garcia-Guzman, and F. Manor Lopez use
Wi-Fi innovation to send information about the pulse, internal heat level, and
oxygen immersion to the base station. J. Wannenburg and R. Malekianc apply
Bluetooth innovation and a cell phone for checking the patient’s wellbeing
boundaries [3].

In IoT medical services applications, one of the frequently observed
issues is the restriction of patient or gear. For this reason, contingent upon
the application, different techniques and innovations are utilized. Various
methodologies depend on Received Signal Strength (RSS). M. Shchekotov
utilizes RSS estimations from a few realized Wi-Fi passages guaranteeing
the confinement precision at a four room-zone level on a solitary floor
of a structure. To confine a resource in the medical services climate, the
creators utilize the current framework of the Wireless Local Area Network
(WLAN), broadened just with six passageway reference points. In view of
Wi-Fi RSS estimations and little Wi-Fi labels, they can limit the resources
like wheelchairs, beds, and so forth, with a precision of around 2 m in the
clinic center climate of 63 m × 46 m size. W. H. Chen et al. use RFID RSS
estimations of the reference and observed labels to assess the cost work com-
prising of the dissimilarity and likeness of RSS among checked and reference
labels. Thusly, the three ideal reference labels are found, and the situation
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of the observed tag is resolved as the focal point of mass of the triangle,
which they structure. The normal confinement mistake of a patient or resource
in a 5 m × 10 m medical care climate is about 0.74 m. F. Palumbo et al.
propose the stigmergy approach joined with RSS estimations of Bluetooth
Low Energy (BLE). Their methodology brings about a limitation blunder of
less than 1.8 m in 75% cases in a 6 m × 6 m outfitted office. J. Wyffels et al.
propose a medical care devoted indoor confinement calculation dependent
on BLE RSS estimations and least squares-uphold vector machine, coming
about at the four room-zone level limitation precision. The creators of this
proposal would focus on the patients’ confinement and follow up on the
nursing foundation climate. They use RSS estimations of the ZigBee standard
and a molecule channel. Therefore, they accomplished a normal confinement
blunder of under 2 m in 80% of cases [3].

Various calculations and strategies can be utilized to improve the restric-
tion precision. The creators utilize the Radio Frequency IDentification
(RFID) fingerprints technique and the counterfeit neural organization, which
empowers a 3D confinement precision of around 70 cm inside a room-sized
climate. An alternate way to deal with the indoor restriction issue is appeared
in where the creators utilized fingerprints of Wi-Fi and barometric strain to
limit an objective with the floor exactness of a six-story building.

An intriguing arrangement of the Person on foot Dead Retribution (PDR)
calculation is introduced by Kang and Han. They use information from
off-the-rack three-hub gyrator, magnetometer, and accelerometer cell phone
sensors in an in-building climate. The proposed technique guarantees the
mean limitation precision of 1.35 m with the greatest confinement mistake of
1.62 m. The creators of utilization information from the accelerometer, mag-
netometer, and whirligig to perceive an individual’s stance and to distinguish
the tumbling of the individual [3].

Data about the situation of an observed individual or hardware is signifi-
cant for limitation, yet additionally it very well may be utilized for patient’s
conduct acknowledgment. This is particularly valuable while observing the
old living alone or an individual at the primary phases of dementia. For this
reason, L. Wang et al. apply coin-sized RFID per users on two hands of a
patient and one accelerometer on the patient’s abdomen. Utilizing this set,
alongside a detached RFID tag, they can perceive 25 distinct exercises of the
directed individual. H. Martin et al. can perceive an individual’s exercises
and body position by methods of Google Nexus S inserted sensors like the
magnetometer, whirligig, accelerometer, light and closeness sensors, and a
fluffy classifier.
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A large portion of the referenced checking arrangements have the basic
downside of being committed just to indoor climate applications. On account
of an open air medical services observing reason, a large portion of the
empower arrangements apply the Global Positioning System (GPS), which
in the in-city climate gives restriction precision of around 6 m. Ch. Wu et al.
join GPS information with whirligig and accelerometer information utilizing
the dead retribution calculation, which brings about an improvement of the
in-city restriction exactness up to 4 m. For open air conduct acknowledg-
ment, L. Sun et al. apply the versatile implanted accelerometer and Support
Vector Machine (SVM)- based classifier, to perceive exercises like bicycling,
running, and strolling [3].

The referenced checking arrangements are committed only to only one,
an indoor or open air, climate. A multi-climate restriction arrangement was
proposed by Millner et al, wherein the creators, utilizing the Symeo neigh-
borhood situating RADAR, can restrict creatures with an exactness of 0.5 m
in 75% of cases for both indoor and outside conditions; nonetheless, the
significant limitation of the framework is its pertinence in a climate with low
multi-path twists. J. Gonzalez et al. consolidate Super Wide Band (UWB) and
GPS innovations and a molecule channel to confine a robot in the indoor and
open air conditions with a restriction exactness of around 2 m.

These multinatural arrangements, hence, are hard to execute in medical
services applications because of the size of the gadgets utilized. A restriction
framework moderately handily executed in medical services, both indoor
and open-air conditions, is introduced in. It depends on RSS estimations
in a ZigBee network. The significant disadvantage of this arrangement is
countless required reference hubs with known positions and the most extreme
good ways from the reference hub of 15 m, which impressively decreases the
materialness of the framework from the enormous open-air climate.

One of the best ways to handle multi-ecological patient monitoring archi-
tecture as proposed by R Tabish et al. is to make use of a technique that
highlights an observing arrangement of the temperature of the patient along
with the ECG which is dependent on 3G/Wi-Fi for gathering the data and
information from the sensors. While the checked individual happens in an
indoor climate, the framework utilizes nearby Wi-Fi for sensors’ information
move, and on account of the outside climate, the 3G/4G innovation is applied.
The disadvantage of this arrangement is a predetermined number of observed
imperative boundaries [3].
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12.3 Healthcare and Internet of Things

As per the previous section, it can be analyzed that IoT is indeed an inte-
gral component in the field of medicine. The use of IoT in healthcare has
proliferated over the years to a great extent. Concurrently, we can observe
how the different medical care IoT use cases are getting a push and move
one. As of today, majority of the activities and tasks related to IoT in the
healthcare field revolve around the enhancement of care and comfort along
with telemonitoring as one of the main applications in the highly extensive
degree of telemedicine [5]. Another zone where different tasks/chores exist
includes verifying and complementing resources, making use of IoT and
RFID, etc. This is carried out in a fair manner using the gadgets and availed
medical service resources [6].

Notwithstanding, these organizations and use cases are only the start
and, simultaneously, are a long way from inescapable. Further developed
and coordinated methodologies inside the extent of the advanced change
of medical care are beginning to be utilized concerning wellbeing infor-
mation perspectives where IoT assumes an expanding part, as it does in
explicit applications, for example, savvy pills, brilliant home consideration
frameworks, individual medical care, mechanical technology, and Real-Time
Health Systems (RTHS) [5].

12.4 Internet of Things-Based Healthcare Solutions

The dependence of medical care on IoT is expanding continuously to improve
admittance to mind, increment the nature of care and in particular decrease
the expense of care. In view of a person’s remarkable organic, conduct,
social and social qualities, the incorporated act of prosperity, medical care
and patient help are named as customized medical services. This engages
every single individual by following the essential medical services rule of
“the correct consideration for the perfect individual at the perfect time,”
which prompts better results and improvement in fulfilment consequently
making medical care financially savvy. Practical help centers around the
avoidance, early pathology identification, and homecare rather than the
costly clinical one, and checks the general prosperity to foresee needs and
guarantee consistence to medical care plans. IoT vows to deal with the
personalization of care benefits and can keep up a computerized character
for each individual. Distinctive gear is utilized in medical care to impart
and to make the pervasive arrangement of framework. The arrangements of
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IoT-based customized medical services frameworks are clinical consideration
and distant observing [5].

12.4.1 Clinical Care

The frameworks which are not invasive in nature and seem to be observing
are made use of for those patients who have been residing in the hospital due
to their physiological status and needs. These frameworks and system designs
call for a uniform and persistent check and monitoring and make use of the
cloud for gathering pertaining data. The collected data is then forwarded
to the guardians through private means. Furthermore, it provides a manual
and mechanistic progression of data. On this basis, the care being provided
is consistently enhanced and improved which also reduces the expense of
providing care and also eliminates the need for a guardian [7]. Different
models consist of common applications which are not interfunctional, thus
shaping the prerequisites in the market for gadgets in the respective field. The
connections between the numerous applications in wellbeing observing are:

• The way toward get-together information from sensors (WSNs)
• Backing for standard UIs and presentations.
• Organization network for admittance to infrastructural administrations.
• Being used prerequisites, for example, low force, power, solidness,

precision, and dependability.

12.4.2 Distant Checking

The lack of being fully committed toward verifying and cross-checking archi-
tectures and frameworks does pose a high risk of many wellbeing chances
going undetected and this is a concern to be combatted throughout the
globe [8]. Nevertheless, tiny yet impactful remote initiatives interconnected
by methods of the IoT ensure that checking is available to patients. Silent
information and details related to wellbeing can be proficiently captured with
these initiatives or arrangements. A collection of sensors and sophisticated
calculations are made use of to decompose the data and later on forward it
using remote/local availability. The clinical experts would then be able to
make proper wellbeing proposals remotely.

12.5 Machine Learning-Based Healthcare

Medical care is a significant industry which offers esteem-based considera-
tion to a huge number of individuals, while simultaneously turning out to be
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top income workers for some, countries. Quality, Worth, and Result are three
popular expressions that consistently go with medical services and guarantee
a ton, and today, medical services trained professionals and partners the
world over are searching for creative approaches to convey on this guarantee.
Innovation empowered brilliant medical care is not, at this point a trip of
extravagant, as Web associated clinical gadgets are holding the wellbeing
framework as we probably are aware it together from self-destructing under
the populace trouble.

From assuming a basic function in patient consideration, charging, and
clinical records, today innovation is permitting medical care experts create
substitute staffing models, IP capitalization, give savvy medical care, and
lessening regulatory and gracefully costs. AI in medical care is one such
territory which is seeing slow acknowledgment in the medical care industry.
Google as of late built up an AI calculation to recognize carcinogenic tumors
in mammograms, and specialists in Stanford College are utilizing profound
figuring out how to distinguish skin disease. ML is now helping out in
assorted circumstances in medical care. ML in medical services assists with
breaking down huge number of various information focuses and recommend
results, give ideal danger scores, exact asset allotment, and has numerous
different applications. In this article, we will examine a portion of the top
uses of AI in medical care, and how they remain to change the manner
in which we envision the medical care industry in 2018 and beyond. We
accept that medical care suppliers need to quit considering AI as an idea
from the future and rather grasp this present reality devices today are making
it accessible to us! Throughout the long term, we have helped worldwide
medical services a customer influence the most recent in innovation to help
patients and partners the same. With regards to AI, we discover explicit use
cases in which ML-based applications can offer something of unmistakable
benefit to your medical care activities, and afterward help build up a bit by bit
cycle to fuse the equivalent inside your cycles.

12.5.1 Future Model of Healthcare-based IoT and Machine
Learning

As discussed in the above sections, the medical arena is likely to possess
advancement with the integration of IoT- and ML-based components in the
future. Lately, medical care is progressively utilizing data advances for con-
veying savvy frameworks pointed toward accelerating wellbeing diagnostics
and therapy. Such frameworks offer keen types of assistance for observing
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wellness and clinical robotization in various settings and conditions (clinics,
workplaces, home, on-the-go, etc.), hence permitting a considerable decrease
of doctor visit costs and an overall upgrade of patient consideration quality.

In this specific circumstance, the wide dissemination of incredible
installed equipment along with the advancement of brilliant clinical sensors
and gadgets for universal medical care has made the Internet of Medical
Things (IoMT) definitely change the manner in which medical care is moved
toward around the world, so the quantity of medical care gadgets utilizing IoT
and wearable innovations is required to arrive at 162 million before the finish
of 2020. Information caught by wearable, ingestible, and inserted sensors,
versatility designs, and gadget utilization designs permit to follow client
propensities and can be viably gathered and handled to uncover basic con-
ditions by utilizing best in class Artificial intelligence (artificial intelligence)
and Machine/Deep learning (ML/DL)-based methodologies. Conventional
cloud-based designs for Huge Information investigation can give great exe-
cution and dependability when supporting non-security and inertness basic
IoT applications. However, when the end client is a patient with basic
and time-touchy necessities, a more serious level of power and availability
is needed, since the event of detachment from the center organization or
transfer speed/inactivity varieties could have a drastically negative effect and
furthermore lead to lethal results in crisis circumstances.

Developing interest toward designs that understand the collaboration of
Cloud, Mist, and Edge processing is recently arising. The principle objective
is to abuse the maximum capacity of edge hubs and low-level haze hubs to
deal with practical undertakings as well as information handling, examina-
tion, relationship, and induction. Such methodologies speak to a promising
answer toward the execution of dependable circulated medical care applica-
tions and administrations, since a savvy planning of computational and asset
the board errands over the hubs demonstrates to meet the rigid prerequisites of
IoMT situation. In this specific situation, we help to the spread of “Edge/Mist
Wellbeing” arrangements that utilize appropriate registering ideal models to
disseminate wellbeing sensors information preparing and capacity among
various hubs, situated at various degrees of vicinity to clients, as follows:

• Edge registering happens straightforwardly on the gadgets to which the
sensors are appended or a door gadget that is truly near the sensors:
instances of edge hubs are wearable gadgets, for example, cell phones,
smartwatches or versatile “impromptu” inserted frameworks like single-
board PCs, microcontrollers;
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• Mist processing hubs act at a neighborhood level, so they can incorporate
greater and all the more remarkable gadgets, for example, laptops,
nearby workers and passages that might be actually more removed from
the sensors and actuators.

The two ideal models (progressively frequently actualized together) influence
the nearness to the client to furnish area mindful wellbeing administrations
with diminished inertness and high accessibility. A few techniques depending
on progressive processing methodologies have been proposed to allot and
disseminate the deduction errands of artificial intelligence and ML strategies
between the cloud, the haze and the edge levels (or mist/edge peers), attempt-
ing to push the (restricted) computational limits of edge gadgets to their top.
A change from the mobile cloud computing model (MCC), described by high
information transmission expenses and restricted inclusion toward a multi
access edge computing model (MEC) with low-inertness and solid edge ML
models is then dynamically occurring in the keen medical services space.

12.6 Wearable System for Smart Healthcare

Wearable Healthcare Device (WHDs) are an arising innovation that empow-
ers ceaseless wandering and observing of human crucial signs during life,
day by day (during work, at home, during sport exercises, and so forth),
or in a clinical climate, with the benefit of limiting inconvenience and
obstruction with typical human exercises. WHDs are essential for individual
wellbeing frameworks, an idea presented in the last part of the 1990s, to
put the individual resident in the focal point of the medical care conveyance
measure, dealing with its own wellbeing and connecting with care suppliers—
an idea that is ordinarily alluded to as “tolerant strengthening.” The point
was to raise individual’s interest about their wellbeing status, improving the
nature of care, and utilizing the new innovation capacities. These gadgets
make a collaboration between various science spaces, for example, biomed-
ical advancements, miniature and nanotechnologies, materials designing,
electronic designing, and data and correspondence innovations.

The utilization of WHDs permits the wandering securing of fundamental
signs and wellbeing status checking over broadened periods (days/weeks) and
outside clinical conditions. This component permits obtaining fundamental
information during various day by day exercises, guaranteeing a superior
help in clinical determination or potentially helping in a superior and quicker
recuperating from a clinical mediation or body injury. WHDs are likewise



190 Research Issues and Future Research Directions

extremely valuable in game exercises/wellness to screen competitor’s exhibi-
tion or even in specialists on call or military work force to assess and screen
their body reaction in various perilous circumstances and to more readily deal
with their work- and word-related wellbeing. These gadgets can be for both
clinical and additionally exercises/wellness/wellbeing purposes, continually
focusing on the human body observing. Considering, the best wording is
“wellbeing,” prompting WHDs. WHDs group can be more explicit alluding
to which zones they are applied to. Autonomously of WHDs reason, there
are four primary necessities on their plan: low force utilization, unwavering
quality and security, solace, and ergonomics.

As of late, we help to a truly developing dissemination of brilliant clinical
sensors and IoT gadgets that are intensely changing the manner in which
medical services are moved around the world. In this specific situation, a
blend of Cloud and IoT structures is frequently misused to make brilliant
medical services frameworks fit for supporting close real-time applications
when handling and performing AI on the enormous measure of information
created by wearable sensor organizations. Anyway, the reaction time and
the accessibility of cloud-based frameworks, along with security protection,
actually speak to a basic issue that forestalls IoMT gadgets and designs from
being a solid and powerful answer for the point. Of late, there is a developing
interest toward designs and approaches that adventure Edge and Haze pro-
cessing as a response to repay the shortcomings of the cloud. In this paper,
we propose a short audit about the overall utilization of IoT arrangements in
medical care, beginning from early wellbeing checking arrangements from
wearable sensors up to a conversation about the most recent patterns in
haze/edge registering for shrewd wellbeing.

12.7 Communication Standards

The consideration of patients now definitely appears to include a wide range
of people, all expecting to share quiet data and talk about their administration.
As an outcome, there is expanding interest in, and utilization of, data and
correspondence innovations to help wellbeing administrations. Surely, in the
event that data is the soul of medical services, at that point correspondence
frameworks are the heart that siphons it. Yet, while there is huge conversation
of, and interest in data advances, correspondence frameworks get substan-
tially less consideration. While there is some critically progressed research
in exceptionally explicit regions like telemedicine, the clinical selection of
significantly less complex administrations like voice message or electronic
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mail is as yet no ordinary in numerous wellbeing administrations. A lot of this
would change in the event that it were all the more broadly understood that
the greatest data archive in medical care sits in the top of individuals working
inside it, and the greatest data network is the intricate trap of discussions that
connect the activities of these people [9]. There are tremendous holes in our
wide comprehension of the part of correspondence administrations in medical
services conveyance. Lab medication is maybe significantly more ineffec-
tively concentrated than numerous different zones, for example, the interface
between essential consideration and clinic administrations. However, clinical
research centers from various perspectives are message-preparing undertak-
ings, accepting messages containing data demands, and producing results that
are sent as messages back to clinical administrations [9]. While there is a lot
of current spotlight on improving lab pivot times and inside efficiencies, little
is truly thought about the more extensive correspondence measures inside the
medical care framework, of which clinical research centers are nevertheless
one connection in the chain [10]. However, without this more extensive
view, there is always present a danger that neighborhood frameworks inside
research facilities are enhanced and overdesigned, yet that the worldwide
execution of wellbeing administrations remains moderately unaltered.

Given this absence of explicit data about research facility correspon-
dence benefits, this paper will venture back, and by and large survey the
segments of a correspondence framework, including the fundamental ideas of
a correspondence channel, administration, gadget, and collaboration mode.
The survey will at that point attempt to sum up some of what is thought
about explicit correspondence issues that emerge across wellbeing admin-
istrations in the principle, including the network and clinic administration
conveyance [9].

12.8 Challenges in Healthcare Adoption with IoT and
Machine Learning

Despite the fact that IoT in medical services gives numerous incredible
advantages, there are likewise a few moves that should be unraveled. The
Internet of Things Medical services arrangements can’t be considered for
execution without recognizing these difficulties.

• Enormous contributions of produced information. Having a great many
gadgets in a solitary medical services office and 1,000 additionally send-
ing data from far off areas—all progressively—will produce tremendous
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measures of information. The information produced from IoT in medical
care will probably cause stockpiling necessities to develop a lot higher,
from Terabytes to Petabytes. Whenever utilized appropriately, artificial
intelligence driven calculations and cloud can help figure out and sort
out this information, yet this methodology needs an ideal opportunity
to develop. Along these lines, making a huge scope IoT medical care
arrangement will take a great deal of time and exertion.

• IoT gadgets will build the assault surface. IoT medical services carry
various advantages to the business; however they additionally make var-
ious weak security spots. Programmers could sign into clinical gadgets
associated with the Web and take the data—or even change it. They
can likewise make a stride further and hack a whole clinic organization,
tainting the IoT gadgets with the notorious Ransomware infection. That
implies the programmers will hold patients and their pulse screens,
circulatory strain perusers, and cerebrum scanners as prisoners.

• Existing programming framework is outdated. IT frameworks in numer-
ous medical clinics are outdated. They won’t take into account appro-
priate joining of IoT gadgets. Thusly, medical care offices should patch
up their IT cycles and utilize new, more current programming. They will
likewise have to exploit virtualization (innovations like SDN and NFV),
and super quick remote and versatile organizations like Progressed LTE
or 5G.

12.9 Improving Adoption of Healthcare System with IoT
and Machine Learning

A portion of the manners by which IoT and enormous information can
together assist to improve the appropriation of keen wellbeing which will
bring about improved medical services conveyance and access.

12.9.1 Proof-based Consideration

The outstanding expansion in the volume of medical services information
created by IoT gadgets makes information handling testing. Enormous infor-
mation can give proof-based consideration by conglomerating informational
indexes from assorted sources. Examination of information can give help-
ful bits of knowledge into recognizing irregularities and giving suitable
medicines to patients. Savvy investigation utilizing new strategies can give
generous monetary reserve funds on the request for a few hundred billion
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dollars, which adds up to around 8 percent of the public wellbeing costs
(Olaronke and Oluwaseun, 2016). The investigation of wellbeing related data
with productive techniques advances early recognizable proof of sickness
designs, which extends general wellbeing reconnaissance. This guarantees
that proper and opportune choices on the treatment of a specific infection are
taken accordingly decreasing patient mortality. Huge information upgrades
the sort of care patients get as treatment choices depend on information
accumulated from examining enormous informational collections.

12.9.2 Self-learning and Personal Growth

The various sensors of IoT envision assortment and collection of infor-
mation/data. However, IoT on its own isn’t capable of producing recovery
of medicines. Accurate and convenient therapies can be developed to be
reliable on swift patient test, and the enhancement of recovery techniques
comparing to the assessments from the clinic. Different parameters need to
be taken into account in order to provide an accurate treatment. PC gadgets
and gizmos mostly rely on the data that has been collected through the
sensors and previous analyses, whereas self-learning techniques can casually
explore and come up with novel treatment alternatives. Geography-related
and cosmology-based heuristic computations can boost the process of finding
ideal solutions for a massive scope medical service routine (Yuehong et al.,
2016) [11]. Different circulated processing stages are being utilized today
for large information examination. These stages incorporate Apache Samza,
Apache Sparkle, Hadoop MapReduce, Apache Tempest, and Flink. Hadoop
MapReduce and Apache Sparkle are the most generally utilized stages for
gigantic information stockpiling and examination (Praveena and Bharathi,
2017). Hadoop is a simple to utilize open-source instrument for dealing with
enormous information applications [12]. The Hadoop MapReduce system
gives a significant dispersed figuring stage that is equipped for putting away
and handling a lot of unstructured informational indexes (Khan and Iqbal,
2017). MapReduce (Merla and Liang, 2017) is a programming climate that
licenses equal and conveyed preparing on tremendous measures of informa-
tion on enormous bunches of equipment. Hive (Garg, 2015) is the organized
inquiry language (SQL)–like extensions that license unsurprising business
applications to run SQL inquiries against a Hadoop bunch. PIG (Jain and
Mayrya, 2017) is an apparatus that makes Hadoop more usable by making
MapReduce questions less difficult to execute. Wibidata (Moorthy et al.,
2014) is an apparatus that coordinates Hadoop with Web investigation to
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upgrade information use by sites. It is a stage that naturally maps client’s
questions to Hadoop occupations. Rapidminer (Dwivedi et al., 2016) gives
an incorporated stage to investigation (both business and prescient), mining
of information and AI [12].

12.9.3 Normalization

Various groups like IEEE, IETF, etc. have contributed to the normalization
and alignment of innovations in the field of IoT. The normalizations were
mainly impacted by the feedbacks of the European Telecommunication Stan-
dards Institute (ETSI) and Internet Engineering Task Force (IETF) working
associations [12]. All nascent and arising thoughts must be consolidated
in order to curate a worldwide arrangement that would help build normal-
izations for the forthcoming Web. In light of the outcomes gave by the
CERP-IoT venture (IERC, 2016), future Web is an expansion of the current
one by incorporating general things into more extensive organizations. The
normalization will empower the advancement of IoT-based medical care
frameworks.

12.9.4 Protection and Security

In the current decade, with rapid advancements in science and technology,
protection and privacy poses a grave concern. IoT-based frameworks are
helpful as long as its clients stay safe. In IoT frameworks, a wide range
of information assortment and mining are performed over the Web. Hence,
individual information can be gotten to at different stages (during assortment,
transmission, etc). Patients’ security should be contemplated by forestalling
any type of following or unlawful recognizable proof [12]. The higher the
degree of self-sufficiency and knowledge of the IoT gadgets, the harder the
security of personalities and protection becomes. IoT-based applications are
likewise weak on account of remote correspondence which makes snooping
simpler. Furthermore, IoT gadgets for the most part have low energy and
low registering power which makes it harder to execute complex calculations
to ensure security. As large information turns out to be more universal in
the medical care framework, greater security difficulties will arise. Thor-
ough examination is expected to guarantee protection, trust, and security all
through the medical services climate [11].
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12.9.5 Intelligent Announcing and Representation

Huge information applications need to recognize examination and reports
(Suyts et al., 2017). Huge information applications would not succeed if
information are essentially composed to reports. Applications need to get
important experiences from a majority of information and just notice explicit
features (intelliPaat, 2019). It is likewise important to prepare calculations to
produce exact bits of knowledge dependent on accessible information without
which the validity of the report comes into question. Reports can be made
engaging and valuable by including charts and factual data. Applications
ought to likewise zero in on creating perceptions that would make it simple to
get experiences from a report and permit simple ID of patterns and difficulties
in a medical services section.

12.10 Proposed Solution Based on IOT and Machine
Learning for Smart Healthcare Systems

This section elucidates the solution and framework we wish to propose in the
field of healthcare. IoT is a structure that utilizes advancements like sensors,
network correspondence, man-made brainpower, and big data to give genuine
arrangements. These arrangements and frameworks are intended for ideal
control and execution.

• IoT is an occurrence Innovation given the headways in united advances
like Sensor, Correspondence and Processing. With these headways, any
leaf hub gadget of today is fit for “detecting” its environmental factors,
can perform calculation and is addressable by an organization address
over a remote organization. This empowers answers for be built up
that can plan “reality” elements to a comparing virtual item. These
virtual articles can speak with each utilizing accessible correspondence
advances and keep the “reality” substance educated about the condi-
tion of “things”. A control instrument between the “reality” elements
and the virtual articles is likewise included as a component of this
structure/arrangement.

• Cloud computing involves themes identified with giving figuring admin-
istrations and utilities like workers, stockpiling, information bases,
organizing, programming, investigation, and so forth over the Inter-
net. Contingent upon the prerequisites of the end client, different
administrations can be given from a far-off area.
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• Edge computing is a subset of cloud computing where huge number
of these administrations is given from an area that is geologically con-
clusive to the end client and can in this manner effectively eliminate
network inactivity.

A run of the mill-IoT model contains an end hub gadget that can speak with
a back-end calculation/server farm over a correspondence medium (By and
large Remote). The correspondence channel generally utilizes IoT conven-
tions like MQTT/CoAP. Information and Control Messages can be flawlessly
traded over the IoT endpoint and a Server farm Worker. The Endpoint gadget
can give encompassing condition data to a Server farm utilizing different
Sensors relying upon the space of intrigue and get back data/guidelines
from backend to perform activities. The Back-End Workers are commonly
groundbreaking figuring assets and can utilize concentrated calculations to
deal with the information accumulated from the End Point gadgets. The
principle challenges around IoT arrangements are:

• The measures of information created by the sensors are tremendous.
Extraction of applicable data from the caught information is a test. This
exertion requires advancement of a calculation that can extricate anoma-
lies in caught information for body sensor organizations. There have
significant exploration scopes in field of AI and testing calculations.

• Given the way that calculation serious tasks are pushed to back end,
streamlining of Continuous Reaction is a zone of progress. Upgrading
the measure of information move is a region of interest.

• Decentralization of calculation. With an ever increasing number of gad-
gets being IoT fit, calculation at one point will make bottleneck in orga-
nization assets. The calculation should be circulated and Errand Level
Parallelism should be accomplished. Calculation and asset appropriation
calculations are zones of significant exploration interest in this field.

• Security of the IoT gadgets.
• Force Utilization at End Point Gadgets.

The evolving/handling of IoT gadgets/devices is not be a simple task. The
maintenance of IoT devices comes with a cost. This issue is commonly settled
by offloading undertakings to a back-end worker and sparing battery power
that would have been generally needed for in-house processing. This gave
a significant driving force to investigate in the areas of decentralization of
calculation.

Edge figuring encourages network reaction times, helps decentralization,
and can likewise address security concerns. This is on the grounds that a huge
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piece of the basic calculation would now be able to be performed at the
“edge hubs” which would interface with cloud intermittently. This gives
the offices of cloud computing sans its weaknesses. Combined with AI and
Huge information apparatuses, high adequacy ongoing arrangements can be
created.

In this examination, we are investigating the conceivable outcomes
of joining of cloud/edge figuring and AI standards into an Appropriated
processing-based IoT Structure. The objective is to ready to separate appli-
cable data of premium among the immense information that is ordinarily
produced by the front-end Sensor structures in IoT gadgets. Some insight
can be remembered for the front-end module itself to empower the front-
finish to take a choice on information need. Direction with respect to how to
accomplish this can be given by a backend IoT worker. It is recommended
that the backend worker has AI-based usage to have the option to naturally
learn information marks of revenue dependent on the information it has just
gotten.

As a utilization instance of the abovementioned, we intend to apply the
above ideas to Clinical applications. There has been a plenty of clinical
sensors right now accessible like:

• SPO2 Sensor
• ECG Sensor
• Wind stream Sensor
• Temperature Sensor
• Sphygmomanometer
• Body Position Sensor
• Galvanic Skin Reaction Sensor
• Glucometer
• EMG Sensor

Assurance of if an information is basic should be taken by the leaf gadget
with direction from the backend cloud/edge worker. The cloud/edge worker
should have the option to take in data from the current leaf hub just as
different hubs it serves and give rules to the endpoint gadget with respect
to need of choices. The choice would be founded on conventional informa-
tion accessible according to clinical records just as customized information
produced.

Genuine utilizations of the above methodology would be:

• Decide abrupt circulatory strain variances. Examine these vacillations
and check whether these are abnormalities or not and ready crisis
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benefits appropriately. Such information is basic and needs continu-
ous consideration and, thusly should be organized over others. Some
information examples may be typical for certain patients yet for nobody
else.

• Decide body pose developments of the patient and check when the
patient is requiring consideration for development. This can be utilized
for helping patients and the arrangements required for them [20].

• Decide epilepsy seizure dependent on the investigation from information
accessible from electroencephalography [29]. Work on calculations with
the goal that the seizure can be identified at a registering asset close to
the sensor.

• Work on a calculation/arrangement that will organize transmission and
handling of basic information over non-basic information.

• Guide a rescue vehicle to suitable wellbeing community that is the near-
est, having significant offices dependent on patient’s wellbeing exam
information gathered by Body Sensor Organizations.

In last, all readers are requested to read our papers [13–21] to know more
about Internet of Things, Internet of Things based Healthcare, Machine
Learning role in Healthcare, Deep Learning, etc.

12.11 Conclusion

Late progressions in “network” and “detecting” innovations in endpoint gad-
gets combined with cloud computing has acquired examination interests in
IoT-based answers for Medical care, helped living, farming, and so forth.
As a piece of this investigation, we will view a portion of Anxious Pro-
cessing in IoT, while zeroing in on medical services advancements. We saw
that numerous medical services arrangements require continuous dynamic
capacities. Such an answer doesn’t lean toward cloud computing due to
the organization deferrals and latencies that are related with it. A working
model of such an answer has additionally been proposed. Such an answer can
control the endpoint IoT gadget utilizing IoT conventions like MQTT and
simultaneously gather data from cloud and play out the offloaded activities.
As a piece of our further examination, we intend to consider various IoT edge
workers, their associations with one another and the End Point gadgets also.
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Abstract

Medical cloud systems are common in the recent years due to distributed
and pervasive access to information without requiring additional infrastruc-
ture units. As the environment is distributed, access and security are the
fundamental requirements for storing and retrieving sensitive medical infor-
mation. In this chapter, adaptive authentication scheme for securing the stored
medical information is presented. This authentication scheme is designed on
the basis of access control and requesting time instances, to improve the
authentication and information retrieval. This scheme supports both store and
update processes in the medical cloud from which the access authentication
is deliberated to the end-users. Based on the above mentioned process, the
session access key for the end-users are updated to prevent anonymous access
and medical information retrieval. The proposed scheme is verified through
simulations and the metrics process delay, integrity check bytes, and overhead
are assessed using a comparative analysis.
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Keywords: Access control, authentication, cloud, medical data.

13.1 Introduction

In the recent years, diagnosis centers and hospitals rely on information
communication technologies (ICTs) for handling medical data for ease of
computation and access. The raw medical data/information accumulated from
the patients/end-users are converted into electronic format called electronic
health records (EHRs) [1]. These records are stored in dedicated medical
cloud from where the access to the information is distributed to the end-
users. The need for pervasive computing, access and storage is increasing
due to the on-demand requirements of the end-users and lack of storage.
With the evolution of cloud computing and its associated features such as
storage, computation as service, and electronic medical records are stored
in such environments [2]. The computation, storage, and access in these
environments are mutually shared by the medical centers with the end-
users to provide timely update regarding their health and physiological
observations. Based on this conceptual requirement, healthcare cloud and
medical information systems are designed. These systems and storage clouds
provide both computational and communication-oriented services for the
end-users through different service providers and application support [2, 3].
For this purpose, it exploits heterogeneous communication technologies
and integrated environment with multiple applications for an on-demand
access [4].

The cloud environment is distributed and hence it consists of multiple
constraints including security and privacy. Medical information is sensitive
and it has to be prevented from anonymous access and attacks to retain its
trust ability [4, 5]. Public or dedicated medical cloud storage requires precise
security mechanisms to protect the EHR and to ensure the information is
privacy protected. This distributed environment ensures heterogeneous access
to the information stored for a different density of users [6]. Therefore,
centralized and independent security measures are required for this storage
and processing system to ensure privacy for the connected users. Besides,
access control is another requirement to restrict user access and information
retrieval from anonymous sources [7]. User authorization, access control and
information authentication is required for providing privacy and security of
the stored medical information in the cloud. Administering security through
authentication protocols, third party servers, peer-to-peer authorization, etc.,
are widely adopted in medical clouds. However, the need for security is still
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demanding with the increase in volumes of medical information and attack
types [5, 7].

Tang et al. [8] introduced the concept of blockchain for providing
authentication for EHRs. Signatures generated using the identity of the com-
municating users in this method helps to mitigate the impact of collusion
attacks.

Light-weight privacy preserving medical services access (LPP-MSA)
is designed by Liu et al. [9] for providing security for healthcare cloud
resources. With the help of online and offline signing and third party
verification, this method achieves anonymity and resistance to collusion
attacks.

In [10], another identity-based privacy preserving method is introduced
for Internet of Things (IoT)-based health storage systems. Data authentication
is preceded using edge servers and the integrity verification provided by these
servers reduces the computation and management cost.

Zhou et al. [11] introduced access flexible security mechanism for med-
ical data for ensuring the privacy of stored information. This method also
adopts online/offline authentication mechanism for improving the security
levels and processing speed of the information across the distributed storage.

Mutual authentication is employed by Li et al. [12] for securing the
cloud-dependent telecare medical information systems. This authentication is
administered between the medical information systems and the storage cloud
for granting privacy for the stored information. This authentication mitigates
unlink ability issues in data access by retaining the anonymity of the users.

The authors in [13] discussed the chances of data de-duplication for
preventing data wastage in medical clouds. The de-duplication problem is
addressed using convergence-based encryption. Along with this encryption
method, bloom filters are employed for improving the efficiency of medical
searches using keywords.

Considering the significance of medical data sharing, Masud and Hos-
sain [14] designed a secure-data exchange protocol for health care systems.
This protocol facilitates data storage and management across different cloud
environments using two-phase security. In this protocol, secret sessions are
generated for exchanging information using elliptic curve cryptography. This
security method is resilient against man-in-middle and replication kind of
attacks.

Kaur et al. [15] analyzed the feasibility and future directions for
employing blockchain medical clouds. In order to provide security and to
retain the freshness of the heterogeneous medical data stored in the cloud,



204 A Novel Adaptive Authentication Scheme

blockchain-based solutions are discussed by the authors. The authors high-
light the accuracy, cost effectiveness, and security features of the medical
cloud data on using a blockchain.

13.2 Adaptive Authentication Scheme

The design goal of adaptive authentication scheme is to provide privacy
and security for medical data shared and stored in medical cloud. Dif-
ferent from the conventional methods of two-way or third party-based
authentication, sequence-based authentication is adapted in this scheme. This
scheme endorses three components namely diagnosis center, medical cloud,
and the end-user. The access and authentication is shared between the diagno-
sis center and the end-user in the cloud. Access and update sequence are the
key factors determining the security features of the medical data shared in the
cloud. The architecture of the proposed scheme is represented in Figure 13.1.

As represented in Figure 13.1, the architecture is modeled with the com-
munication/interaction sequence between the three components described. In
the following Table (Table 13.1), the functions and the description of the
components are detailed.

Figure 13.1 Architecture of the proposed scheme.
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Table 13.1 Components and their functions
Component Functions Security Measure Description
Diagnosis
Center

Aggregates
information from
the end-user.
Stores/ updates
information in the
cloud

Authentication, Access
Control

Provides
authentication for
the stored/
aggregated medical
information

Medical Cloud Allocation of
storage space for
the aggregation
medical data

Decryption Correlation Ensures access to
the end-users as
identified by the
diagnosis center

End-user Shares medical data
through
physiological
investigations at
diagnosis center.
Retrieve his/ her
medical information
form the cloud

Access Control,
Authentication

Decrypting the
stored medical
information
through
authenticated
access control

The proposed authentication scheme follows elliptic curve cryptography-
based medical data security along with access control. Unlike the traditional
ECC, the random integer (I) of the algorithm is generated from the range
of access and update sequence. The access and update sequence from the
diagnosis center to the medical cloud is considered for authentication and
information retrieval access. The diagnosis center stores the medical informa-
tion as digital record in the cloud. The record is accessed through the device
used by the end user. Let m denote the medical data/information, aggregated
from the patient (end user). This information contains the physical logical
observations of the end-user recorded in the diagnosis center. Each m is
classified using unique patient ID. Access to the m in the cloud is provided to
the end-user by mapping the ID and the access list. The access list contains
the set of authenticated users and described by the diagnosis center. A user
registered with the diagnosis center is allocated with this ID and is said to be
authenticated.

13.3 Information Storage/Update

The diagnosis center establishes communication sessions with the medical
cloud. These sessions are secured through session keys that are generated
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using time synchronization factor (ts). The cloud service provider makes use
of both public (Pc) and private (Qc) keys for ts with the public and private
keys of the information server (ps) and (Qs). This information server (s) is
retained by the diagnosis center. There are two session keys (Sk) generated
depending on ts (i.e.)

Sk =


n∏

i=1

i
tsi
|I| , ∀ ts = 1

n−ts∏
i=1

i
1−tsi

|I| , ∀ 0 < ts < 1

(13.1)

In Equation (13.1), n represents the number of m that is to be stored. Sim-
ilarly, if the request and acceptance time of diagnosis center and medical
cloud are same, then ts = ta

tr
, where ta and tr are the time for acceptance

and request corresponding. In the first request process, tr > ta and therefore
it follows the Sk as per 0 < ts < 1 condition. The variable I in a storage
process is estimated as

I =


r1
Pc
− ts

n , if it is a storage

r2
Pc
− ts

n−ts
, if it is an update

(13.2)

Where r1 and r2 are the count of storage sequence and update sequence.
This sequence is confined to the Qs of the diagnosis center. Therefore, the
authentication process is defined as

ms ' [hash (r1,m) + I Qc] |r1 − n|

mu ' [hash (r2,m) + IQc] |r2 − n− ts]

}
(13.3)

Here, ms and mu are the encoded message new storage and mu is the
encoded message for update respectively. In both the cases, the condition of
[msQs+r1Pc] = [msQc+r1Ps] or [muQs+r2Pc−ts] = [muQc+r2Ps−ts]
is satisfied, then the message m is said to be encrypted (authenticated). This
information is stored in the cloud along with the medical data access list. In
the access list, the ID and access time of the user are accounted. However,
the user is provided with a single decryption function for both the ms and mu

visualization. Therefore, the security session for data retrieval is established
using the access sequence and ID of the user. Similarly, if the information
stored in the cloud exceeds the access time interval or been accessed with
a miscommunicated ID, then this session is discarded. In Figure 13.2(a)
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Figure 13.2(a) Request process.

Figure 13.2(b) Message/Update process.

and 13.2(b) the process of request and message storage/update between the
diagnosis center and medical cloud is illustrated.

In Figure 13.2(a) and Figure 13.2(b) the process illustrates that if ts 6= tr,
then Sk follows r1 = 2 or r2 = 2 sequence (or) r1 + r2 = 2 sequence
such that ts is shared in common by the Sk between the diagnosis center and
medical cloud. This change in sequence pursues an incremented chain of r1 or
r2 depending upon ms or mu transmission. The storage/update of the medical
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record/data provides access control based on the r1 and r2 that is valid until
the user access. Let tp denote the process time (either for update/storage)
under multiple instances such that the querying time (tq) is greater than
tp. The querying time is generated from the user device for accessing the
stored or updated m in the medical cloud. Now, there are two cases for
providing authentication access to the end-users such that either tp > tq (or)
tp ≤ tq. These two cases are analyzed in a differential manner to provide
authentication in a better manner. The case of tp > tq is optimal provided the
access is given to the end-user with the updated Sk and I. Instead, the case of
tp ≤ tq is not optimal as the access requires updated and uninterrupted flow
of information view. Therefore, the Sk for tp < tq and tp = tq is given as

Sku =


∏(tq−tp)

i=1
i
tpi
− qi × tqi , if tp < tq∏tp

i=1 (i× tqi)−
qi

tqi−tpi
, if tp = tq

(13.4)

Where, Sku is the session key generated by the user. For this case, the end-
user relies on its private and public (Qu, Pu) key generated at the time tq. The
private key of the user does not change whereas the public key for accessing
the medical information changes with tq. The update for Sku relies on the Pu

and Qu of the end-user. The change in session key between the medical cloud
and the end-user is updated if tp < tq , ensuring non-redundant and delay less
access to the m.

13.4 Integrity Check

The integrity verification ensures date freshness and precise information
availability in the medical cloud. This integrity check provides minimum
overhead in time-based validation. The synchronization factor is the starting
time instance for the integrity verification process. This process is carried out
in Sk (i.e.) between the diagnosis center and medical cloud. Let T1, T2, . . . Tr

denote the sequence of the medical data transmission (update/store) from the
diagnosis center to the cloud. This sequence represents either ms or mu such
that the decryption of the stored information is carried out, if ms + (I ×
Qc) − Pc[I × (r1 − n)] = ms + I[Qc × (r1 − n)] − Qc[I × (r1 − n)] or
mu+[(I ×Qc)−Pc(I × r2)] = mu+ I[Qc× (r2)]. The above transmission
sequence corresponds to the LHS of the transmitted ms or mu where in, the
RHS is computed with medical cloud proprietary Qc and Pc. Such integrity
verification undergoes a change in update, if tp < tq. On the other hand, if
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the change in sequence/update is observed, then, we get the equation as:

ms + (I ×Qc)− Pc

[
I ×

(
r1 − n− tp

ts

)]
= ms + I

[
Qc ×

(
r1 − n− ts

tp

)]
−

Qc

[
I ×

(
r1 − n− ts

tp

)]
(or)

mu +

[
(I ×Qc)− Pc

(
I × r2 − (tq−tp)

ts

)]
= mu + I

[
Qc ×

(
r2 −

(
ts

tq−tp

))]


(13.5)

In Equation (13.5), the update and store instances for the different sequences
of T1 to Tr is verified for data integrity. This integrity verification is per-
formed in congruence with the access/query time of the end-user. Henceforth,
the validation follows different sequence, if faults the above condition, are
discarded. This means, the sequence with un-matching integrity is denied for
access between cloud and diagnosis center and the user. Thus the freshness
and integrity of the medical data is preserved throughout different instances
of update and time in the proposed scheme. The verification is adaptive for
ms and mu independently providing security features in an improved manner.

13.5 Performance Analysis

The performance of the proposed authentication scheme is modeled using
OPNET simulator for a varying m size. Information update and store
instances are differentiated using message types that are generated. The cloud
storage is capable of storing a maximum of 80 Gb data, providing concurrent
access to 10 users at a same time. In this simulation, a total of 100 update/store
instances are considered for a set of 15 users. The medical information size
varies between 256k and 2048 k and the hash generated is 20 for update
and store process. With this simulation environment, the proposed scheme
is assessed for the metrics process delay, integrity check, and overhead.
The proposed scheme is compared for the above metrics with the methods
discussed in [8] and [10].

13.5.1 Process Delay

In Figure 13.3, the process delay for the varying hashes is compared between
the existing methods and the proposed scheme. The hashes are independently
generated for ms and mu that differentiates either update or store process
without overloading the available time instances. Therefore, the change in
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Figure 13.3 Process delay.

hash is generated only if tp = tq or tp > tq where in only one of ms or
mu occurs. In particular, the delay for mu alone is accepted as the number
of instances for ms < mu and therefore, the process time is less required.
The number of varying instances generate r1 or r2 notifying the process and
hence the delay is less in the proposed scheme.

13.5.2 Integrity Check Bytes

The bytes utilized for integrity check is compared for the methods in [8, 10]
and the proposed scheme, as illustrated in Figure 13.4. The number of bytes
required for integrity check in the proposed scheme is less due to the pre-
classification of mu and ms. The bytes required for mu is less than ms and
hence, the update is swift. Similarly, the next sequence for verification is
performed on the acknowledgment of r1 or r2 as determined by the cloud. The
integrity check is initiated from r1 + r2 = 1 to r1 > r2 or r1 < r2 conditions
such that required bytes do not consume high for both r1 and r2. Pre-
classification of ms and mu and verification of either as in Equation (13.5)
reduce the bytes required for integrity check in the proposed scheme.

13.5.3 Overhead

Figure 13.5 presents the overhead analysis of the proposed scheme and the
existing methods. The number of verification instances and joint (r1 + r1)
processing is comparatively less in the proposed scheme. This is due to the
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Figure 13.4 Integrity Check Bytes.

Figure 13.5 Overhead.

differentiation of ta = tr and ts = ta
tr

at the initial state. Similarly, in
generating hashes for different time interval, for the varying m size, either
ms or mu (for a single record) is performed. The joint validation of process
and Sk or Sku determination is prevented in the proposed scheme for varying
T1, T2, . . . Tr the differentiation of r1 and r2 from (r1 + r2) = 1 to the
incrementing conditions of the authentication scheme helps to reduce the
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Table 13.2 Comparative Analysis Results
Metrics [8] [10] Proposed
Process Delay (ms) 409.48 279.85 133.63
Integrity Check Bytes 258 217 96
Overhead/s 10.55 8.69 7.22

overhead with respect to time. In Table 13.2 , the comparative analysis results
are tabulated.

13.6 Conclusion

This paper introduces an adaptive authentication scheme along with con-
trolled access for medical data stored in cloud platform. This authentication
follows conventional elliptical curve cryptography for generating hashes with
the precise establishment of session keys. The session keys are adaptive for
both diagnosis center to cloud and cloud to user access, retaining the data
integrity and availability. The pre-classification of medical data process at the
earlier state helps to reduce the generation of unnecessary verification data
bytes, requiring less process delay. The performance of the proposed scheme
is verified through simulations to verify its consistency through a comparative
study.
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Abstract

Data stream process on the cloud infrastructure run continuously with the
varying load factors. Cloud infrastructure presents the system to meet the
fluctuations on computational load. Cloud infrastructures meet the end to end
latency objective and effectively predict the data streams of ensemble models.
A different type of data stream supports the deep learning processing for all
the workflows. Many data stream processing depends on work load balancing
and operator scheduling on the secured cloud environment. Cloud computing
uses the virtualized processing and storage resources in conjunction with
modern technologies where it delivers the conceptual, scalable platforms
and applications as on data services. Ensemble Tree Metric Space (E-tree
MSI) analytics builds the system with deep learning process on the cloud
infrastructure for the faster prediction of the results with effective balancing
of load factor. Metric Space Indexing in E-tree MSI technique executes the
classification operations on the cloud data streams. The stream applications
analyze the temporal relation between secured data stream. The research
work is carried out to perform the secured and fast prediction of the data
for balancing the load. This technique improves the performance based on
the factors such as CPU load rate, and system flexibility, prediction time, in-
order searching result probability rate.
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14.1 Introduction

Cloud computing utilize the processing and storage resources in arrange-
ment with modern technologies where it distributes on data services.
The Cloud infrastructure provides a huge amount of data processing and
presents the system to meet the fluctuations on the computational load
[12, 24–26]. Cloud infrastructures effectively predict the data streams with
load factors of ensemble models in order to reduce the computation. Data
stream processes on the cloud infrastructure run continuously with the vary-
ing load factors [19–21]. This chapter proposes a combined framework for
Secured Data Stream Mapping to Prediction fast load balancing and Fast
Similarity Query (FSQ) learning using E-R+TREE. The combination of the
three fundamental techniques for constructing our E-tree MSI technique: Fast
Predictive Look-ahead Scheduling approach (FPLS) where the scheduling
of spatio-temporal data stream files takes place; Parallel Ensemble Tree
Classification (PETC) which performs the process of classification operations
on cloud data stream; and bilinear quadrilateral Mapping (BQM) process
which adds efficiency retrieval of data in cloud infrastructure and implements
an efficient construction of the effective load balancing query processing
approach. FSQ learning indexing is developed by combination of E-R+tree
FSQ method, this method is used to measure the time complexity level.
FSQ learning uses an efficient refining technique, where it searches for more
similar queries of the user.

The data stream operation is arranged to start at a primary step and
develop to forward on balancing the load on the cloud data stream [17, 18]
process. Indexing performs the operations on the cloud data stream to accom-
plish the classification on respective visit of the cloud users. The classification
of data stream in cloud decreases the overload factor and the execution time.
The indexing algorithm is able to enthusiastically follow deviations in the
constant data stream variations. All the relevant variations which have done
on the data are respectively updated on the indexing structure. The mapping
uses the basic purpose to linearly predict the result from the cloud data storage
and management data streams.

This chapter has absorbed about some of the methods that were applied
to protect data. This framework was developed to store the data in cloud with
secured data format using cryptography technique which is based on block
cipher [11].



14.2 Literature Review 217

14.2 Literature Review

Cloud computing uses the virtualized processing and storage resources in
conjunction with modern technologies where it delivers the conceptual, scal-
able platforms and applications as on data services [2, 26, 31, 32]. The
secured billing of these data services is straight tied to usage statistics.
Distributed cloud data stream processing engines often utilize the inflexible
operator allocation strategies [13, 14]. The data stream process are analyzed
the temporal relation between secured data in a cloud data streaming, and the
methodology is carried out to perform the secured and fast prediction of the
data stream through indexing structure for Load balancing [16].

Existing E-tree Indexing Structure is defined in [1] that systematizes all
the base classifiers for predicting the result in minimal time complexity.
E-tree linearly scans are all about the historic classifiers during prediction
using the divide and conquer strategy. E-tree estimation is not extended to
the fast prediction of the results on Load balancing. E-Tree indexing structure
in [3] addresses the prediction efficient problem on cloud data streams. E-tree
indexing does not cover the work with cloud data classification for balancing
the load. CPDP scheme in [4] presents an efficient method to select the clients
and storage service providers. CPDP provides special functions for data
storage and management, whereas the large data streams affect the bilinear
mapping operations. Multi-tier application deployments on Infrastructure-as-
a-Service clouds as demonstrated in [5] develop a multiple linear regression
model to predict application performance but the load balance statistics are
not carried out on the cloud data stream. To attain load balance on the cloud
data stream, Ensemble Tree Metric Space Indexing (E-tree MSI) technique
is proposed in this paper. E-tree MSI technique is implemented on the cloud
infrastructure, the application of data streams are partitioned and distributed
over different servers. Ensemble tree is developed for the fast prediction of
the better performance. E-tree balances the high linear load structure with
lesser computational complexity [9, 10].

Outsourced Similarity Search as described in [2] uses the encrypted
index-based technique to perform the multiple communications for the user
query. Outsourced Similarity Search enables high-query accuracy by sup-
porting the insertion and deletion operation. Outsourced Similarity Search
result quality is not up to the grade on the R-tree indexing structure. R-tree,
a hierarchical encrypted index as described in [6] encrypted half space
range queries by achieving the preferred security-efficiency trade-offs. R-tree
indexing performance on outsourced database does not perform the effective
indexing with lesser computational complexity.
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Trusted offline third party on cloud data stream in [7] employs ringers
coupled with secret sharing techniques to provide verifiable and conditional
e-payments. Here Payments for Outsourced Computations performs the range
query search and produces the result with higher complexity level. Flexible
multi-keyword query scheme (MKQE) as illustrated in [8] greatly reduces the
cloud protection overhead during the keyword dictionary expansion. MKQE
Scheme fails on providing the extra functionalities such as semantic query
and fuzzy keyword query on the cloud data stream.

To provide the security environment in cloud on the data query process-
ing, E-R+tree Fast Similarity Query (E-R+tree FSQ) Search is presented.
E-R+tree is a combined tree structure constructed for balancing the load
and performs the similarity search. E-tree components is used on construct-
ing the E-R+tree FSQ search method. R+tree mechanism carries out the
multidimensional indexing with the quasi data objects. The data objects
processed are used to attain the higher similarity search results. FSQ Search
indexing builds the cloud data stream processing in an efficient arrangement
of handling the different types of user queries and produce the result with
efficient computational complexity [22, 23].

14.3 Proposed Framework-Secured Framework
for Balancing Load Factor Using Ensemble Tree
Classification

The chapter presents the load balancing framework and the query learning
indexing for implementing a secured cloud infrastructure. The cloud environ-
ment is framed with E-Tree Metric Space Indexing technique query learning.
The chapter introduces three fundamental techniques for constructing our
E-tree MSI technique: Fast Predictive Look-ahead Scheduling approach
(FPLS) where scheduling of spatio-temporal data stream files takes place;
Parallel Ensemble Tree Classification (PETC) performs the process of classi-
fication operations on cloud data stream; and Bilinear Quadrilateral Mapping
(BQM) process which supports efficient mapping in cloud infrastructure
and implements an efficient construction of effective load balancing query
processing approach [15, 16].

The developed is a significant amount to maintain and manage differ-
ent client data streams. Large-scale server includes more amounts of client
data streams for processing with load balanced factor. E-Tree Metric Space
Indexing technique on cloud platform comprises of a number of computers,
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Figure 14.1 Architecture diagram of Secured E-Tree MSI Technique.

resources and store huge number of data streaming. The E-tree MSI technique
with load balanced factor accomplishes the client request to resources with
minimal execution time and overload factor. The developed cloud platform
provides effective indexing technique with large distributed system. The
scheduling, indexing, and mapping operation is a significant methodology,
which is explained in the architecture diagram of E-tree MSI technique is
shown in the Figure 14.1.

Some distributed client system data stream storage in cloud infrastruc-
ture is briefly showed in Figure 14.1. The client request to the resources
and storage of the data stream is carried out using the E-Tree Metric
Space Indexing method. This methodology on the load balancing is carried
out through scheduling, classification and mapping process. The tree-based
indexing helps to identify the solution for the metric space such as load
balance factor, overload factor and execution time. The scheduling process
in E-Tree Metric Space Indexing technique is carried out using the FPLS
approach. The prediction is carried out in faster manner using the Look-
ahead Scheduling process. The cloud servers schedules the files obtained
from multiple users, so that the prediction of result in an accurate manner
is performed with the balanced load. Next, PETC is used to classify the
processed files in tree structure. The tree structure helps to easily perform
the mapping process in the final step. The tree structure identifies the relevant
aspects and easily predicts the multiple attribute indexing in Ensemble Tree
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Metric Space Indexing technique. The mapping is carried out using the BQM
process. Bilinear quadrilateral helps to map the client query result in a linear
form on the both ends of the tree (i.e., left and right end of tree structure) in
minimum time [25, 29, 30].

The new process is added on the cloud data query processing, E-R+tree
FSQ Search is presented. E-R+tree is a hybrid tree structure constructed
for balanceing the load and performs the similarity search. E-tree compo-
nents is used on constructing the E-R+tree FSQ search method. R+tree
mechanism carries out the multi-dimensional indexing with the quasi data
objects. The data objects processed are used to attain the higher similarity
search results. FSQ Search indexing build the cloud data stream in arrange of
handling the different types of user queries and produce the result with lesser
computational complexity.

14.3.1 Fast Predictive Look-ahead Scheduling Approach

The main factor of the FPLS method is to well access the cloud resource
for multiple cloud client requests. The query request is handled, initially by
scheduling the files. The files are suitably scheduled with the load balanced
factor in E-tree MSI technique using the Predictive Look-ahead Scheduling
approach. The Request Scheduling using Look-ahead method is handled in
an effective way for “i” cloud user at time “t”. First, the optimization rule
is approved for time period “t” for scheduling the spatio-temporal cloud
data stream. The scheduling splits the time interval as “T” denotes the time
schedule for “i” users to achieve the adaptive decision making on the cloud
data stream. The fast prediction interval strategies set a variation action to
maximize the cumulative profit rate with load balanced factor.

The FPLS process in E-Tree MSI Technique, where the current state rules
are combined with the following rule to form an effective method with load
balanced factor. In cloud different clients’ places their request for resources
through network communication in cloud environment. Using FPLS, differ-
ent clients Client1, Client2,. . . ,Clientn place their request for resources like
CPU, memory and so on. The cloud server using FPLS procedure in E-Tree
MSI Method uses the buffer status table to balance the load in addition to the
Look-ahead Data Stream Address Table in the cloud network for efficient
scheduling. With this, the Look-ahead-based fast scheduling reduces the
regular finish time rate. The objective of FPLS in the E-Tree MSI method
supports to increase the utility of the cloud resources with load balanced.
As a result, several client requests are scheduled in the cloud in an effective
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manner followed by which the procedure of classification is achieved in the
further section.

14.3.2 Parallel Ensemble Tree Classification (PETC)

In the cloud environment, classification is really required to classify the
process of spatio-temporal data stream. In E-Tree MSI method, PETC on
the scheduled files recursively organizes for improving the efficiency rate
on cloud. The classification of spatio-temporal data stream on tree structure
evidently describes the file characteristics. The non-leaf in a tree describes
the margins in E-Tree MSI method cloud data stream. The region boundaries
support to effortlessly identify multiple characteristics to reduce the overload
factor.

PETC with the leaf node on left and right side of the tree in the
methodology involves fast prediction in a parallel manner on diverse met-
ric space with modest stable function. To make fast prediction in the
PETC technique, the cloud files “F” from the server is processed with
modest stable function. File “F” on the cloud environment categorizes the
development for “i” users on the left and right side of the tree struc-
ture using E-Tree MSI Technique. Parallel Ensemble Learning Rule is
approved for the classification of spatio-temporal data stream in E-Tree
MSI Technique. The spatio-temporal data stream classification practice in
methodology using the parallel ensemble tree procedure. The Parallel Ensem-
ble Learning Rule in E-Tree MSI technique helps to split the data stream
on cloud infrastructure in a corresponding manner to reduce the overload
factor.

E-Tree classification uses the knowledge method to obtain better predic-
tive performance of spatio-temporal data stream with high flexible structure
(i.e., negligible overload factor). The indexing table is used to store the
classified process of spatio-temporal data stream for dropping computational
complexity. The step-by-step procedures are used to classify the scheduled
data stream for easy processing with minimal overload factor. The step-by-
step procedures perform the classification procedure based on the data stream
file given as input. For each file “Fi” on the cloud environment, classifies the
process in an effective method for “i” users on the left and right side of the
tree. The non-leaf tree subdivision is defined in the parallel ensemble tree to
focus on minimizing the overload factor. Thus, the above parallel ensemble
tree algorithm splits the files procedure for relaxed mapping from the cloud
environment data storage systems [29, 30].
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14.3.3 Bilinear Quadrilateral Mapping

The spatio-temporal data streams are classified in an effective way using
PETC, well prepared mapping is achieved to run the requested resources for
various users in the cloud. The final stage in the methodology is the design
of well-organized mapping on the classified cloud data stream files “F”. To
accomplish the well-organized mapping process on the cloud environment,
the E-tree MSI method practices the BQM. BQM procedure is supported out
in E-Tree MSI method for execution of the search process on both side of the
ensemble tree (i.e., left and right). The mapping function on the indexed table
process information contains the function.

The procedure of mapping with the predictive time interval supports to
progress the system accuracy. The bilinear mode of mapping progresses the
search process efficiency by minimizing the execution time. BQM analyses
the request made by different cloud data stream files for mapping using the
index table as given. Time-based mapping is a significant criterion in E-
tree MSI method to progress the user query processing on “F” data stream
files. The continuous spatio-temporal data are efficient in the cloud storage
system, and the effective E-tree MSI method is approved to improve the
load balance factor with minimal time factor. The unmapped procedure is
detached for improving the user query result fetching based cloud storage
data stream. Bilinear quadrilateral transformation with additional scheduling
and classification process supports to easily predict the result with minimal
execution time. The E-tree MSI technique with bilinear map is a purpose that
combines the elements of the left and right tree branch to fetch the result in
a well-organized manner. As a result, the tree-based classification is carried
out to reduce the execution time factor [29, 30].

14.4 Conclusion

Ensemble Tree Metric Space Indexing (E-tree MSI) technique initially builds
the system on the cloud infrastructure for the faster prediction of the results
with effective balancing of load factor. Metric Space Indexing in E-tree MSI
technique executes the classification operations on the cloud data streams.
E-tree Similarity Query learning indexing structure constructed for balancing
the load and performs the similarity search. An E-tree component is used on
constructing with Similarity Query learning indexing. Fast Similarity Query
learning uses the pruning technique and improves the grade of performance
of CPU load rate, time complexity level, prediction time, indexing time, and
overall performance rate.
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Abstract

Over 40 years, human existence has drastically changed due to the advance-
ment of information technology with Artificial Intelligence. Robots have
been deployed in the manufacturing sectors and industries, hotels, hos-
pital management, and agriculture sectors. Robots play a major role in
social agency, virtual systems, and other autonomous physical systems. The
research focuses on the adaptation of this novel technology in the usage
of robots in industries and social sectors. The chapter discusses the future
research of robots in manufacturing industries and their impact on them
and its methodology of innovation used for increasing productivity. Walking
robots are to be deployed in hotels, the army, and the education sectors.
Furthermore, it states the measure that needs to focus on to avoid cyberattacks
on robots.

Keywords: Robots, Artificial Intelligence, Manufacturing Industries,
Walking Robots, Cyber Threats.
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15.1 Introduction

15.1.1 Robotics’ Impact on Manufacturing Industries

The digital transformation has made an impact on the adoption of robotics in
manufacturing industries more prominent. Still, many companies are enthu-
siastic about the adaptation of this technology for increasing productivity, but
little concerns exhibit such as workforce effort and cost of transformation.
An ample amount is required for the transformation of entrepreneurship
especially for newly established firms and existing firms, mainly to increase
productivity. The role of labor plays an emerging role in medium- and
small-sized enterprises, where much additional labor is required.

15.2 Robotics and Innovation

Proactive innovative approaches like new product marketing, capacity
increase, product quality improvement, and capitalizing in innovative pro-
cesses are required for more innovative firms, and moreover, these firms also
need the support of technology resources for their performance. In recent
years Artificial Intelligence (AI), Machine Learning (ML), and robotics are
connected within the innovation economy, particularly in manufacturing
industries [1].

Organization for Economic Co-operation and Development (OECD) esti-
mated that nearly 14% of recent jobs vanished due to automation and more-
over, 35% significantly affected because of automation. According to Muro
et al. [2] in 2019, stated that automation is an activity that replaces human
labor work and those that are done by machines. The primary objectives are
to reduce the unit cost and to increase the quality of the product manufactured.
The traditional set of qualifications is needed if labor moves from one post to
another post, thereby automation plays a trivial role by Chui Manyika et al.
in 2016 [3]. It is unclear that which type of workers are getting affected
by automation as the automation is linked to strengthening human capital,
training of employees, and education stated by Frank et al. in 2019 [4].

• Proposed Hypothesis (H1) states the effects of robots in the performance
and productivity of industries. Company size is one of the essential
matters to consider during automation.
• Hypothesis (H2) defines an increase in the firms due to the adoption of

robotics and those firms that does not adopt robotization.
• Hypothesis (H3) depicts that productivity reaches saturation point even

after implementing robotics, further productivity may be increased but
it is clear that it is not increased.
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• Hypothesis (H4) Large, Small, and Medium Enterprise companies adopt
robotization with an increase in human labor cost.
• Hypothesis (H5) describes that the increase in cost reaches saturation

once the adoption of robotics is completed.
• Hypothesis (H6) represents the effect of robotization is more advan-

tageous in favor of the environment and in the critical financial
environment.

15.2.1 Data Collection

Data is collected from the manufacturing companies in Spain from 1990 to
2015 and processed by the Spanish ministry of public administration and
finance. The key advantage of the database is that length of the data is 25
years which includes economic recession and recovery period. Furthermore,
analysis of data is performed in detail impact of productivity and evaluation
of particular economics on manufacturing industries by Torrent sellers et al.
in 2018 [5].

The sample contains 4578 manufacturing firms out of which 3656
(79.86%) are small manufacturing enterprises and 922 (20.13%) are larger
enterprises. The sample covered two main areas such as prices, markets,
costs, and investment for calculated decision making. Small manufacturing
enterprises group is split into three clusters namely cluster 1 (66.0%), cluster
2 (2.7%), and cluster 3 (31.2%). Large firm is split into four clusters, cluster
1 (30.8%), cluster 2 (4.9%), cluster 3 (26.8%), and cluster 4 (37.5%). The
smallest cluster contains 45 companies and the largest cluster contains 346
companies.

The finding evidence that H1 hypothesis has adopted robotics and proven
to be better in terms of labor productivity performance. Furthermore, robotics
empower companies’ proficient model of productivity with the provision of
H2 hypothesis. The result analysis proved that either large firms or small man-
ufacturing enterprises have benefited from the transition from non-robotics to
robotics even though the size of companies differs. So irrespective of size
of the companies, the company is benefited for transfer of technology into
robotics.

15.2.2 Walking Robots

The field of robotics is explored widely due to the motion, development,
and design of mobile robots. Mobile robots are applied in many fields such
as military application, industrial use, and space exploration. Thereby, the
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design and development of mobile robots play an important role in usage.
The quadruped mobile robot is considered to be superior among other mobile
robots like tracked and wheeled because the quadruped robot is featured with
legs and it explores like an animal or a human. Priyarnajan et al. [6], in 2020
surveyed quadruped robots on the basis of environment awareness techniques
and their design and development. Among the quadruped robots, the spot is
considered to be an intelligent and advanced robot.

Mobile robots gain attention especially in the fields of space, tasks
where human effort is a need, and rescue operations. Some of the essential
characteristics needed for mobile robots are transverse ability, efficiency,
maneuverability, controllability, stability, terrain land, navigation over obsta-
cles, and cost-effectiveness. Quadruped robots are among the best choice
legged robots for easily controlling design, and maintenance than compared
to the two-legged or six-legged robots. It has gained from biologically
stimulated locomotion such as cow, cheetah, and dog achieving speed and
environmental movement [8–10].

15.2.3 Various Robot Names and Dimensions

GE walking truck [7], robots with a dimension of length 4 m, width 3 m, and
height 3.3 m, it is a three-legged robot. Phony Pony [8] can crawl, creep with
a maximum weight of 50 kg, and equipped with two legs. Big Muskie [9]
with a height of 48 m and length of 94 m is equipped with four legs. Kumo-I
[10] robot is 1.5 m in length which can walk and it is featured with one leg.
PV-II [11] robot is 0.9 m in length and 1 m in height, it can walk and it is
equipped with three legs, and is of 10 kg in weight. TITAN-XIII [12] with a
dimension of 0.21 m length, 0.55 width, and 0.34 height, has the technique
of sprawling, and its weight is 5.65 kg, and it has three legs.

COLLIE-II [13] with a length of 0.35 m and 0.38 m height can walk,
at a trotting pace. It is equipped with six legs and weighs 0.15 kg. SCOUT-
I [14] with a length of 0.2 m and walking techniques of the walk and run,
containing one leg and weight of 1.2 kg. SCOUT-II [15] of length 0.55 m,
0.48 m width, and 0.27 height, bound techniques having two legs. WRAP-I
[16] with walking techniques of trot and crawl, equipped with three legs and
weighs 60 kg. Big Dog-1 and Big Dog-2 [17] with a length of 1.1 m, 0.3 m
width, and height of 1 m, the bound technique is used for walking with four
legs and weighs 109 kg. Littleton [18] of length 0.3 m containing only three
legs and weighs 2.85 kg, Cheetah [85] of height 1.7 m, walking techniques
of gallop run with three legs, whereas in the case of Wild Cat [86] with a
height of 1.17 m and techniques of trot, bound, and gallop, containing only
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Figure 15.1 Spot Robot.

three legs. Spot [87] with a length of 1.1 m, width of 0.5 m, and height of
0.84 m, containing only three legs and weighs 30 kg. The Figure 15.1 gives
the visual representation of spot robot with four legs.

Normalized work capacity (NWC) is used for evaluating the quadruped
robot, thus NSW relates the Normalized Speed (NS) and hence it is directly
proportional. Normalized speed is stated as the ratio of body length and
maximum speed. Payload capacity (PLC) deals with the weight of the robot.
TITAN-XIII provides PLC of 88% and NWC of 387 % whereas SCALF-1
provides PLC of 65% and NMC of 117%. From the observation, it is clear
that TITAN-XIII and SCALF-1 are efficient in performance in terms of a
hydraulic and electrical quadruped robot. Controller and actuators play an
important role in increasing the robustness of the mobile robot. Moreover,
actuators play a vital role in the cost, complexity, and weight of the robots.
Quadruped robots play a significant role in incorporating Artificial Intelli-
gence (AI), as these robots synchronize leg movements such as galloping,
walking, and trotting. Need to focus on features like memorize, recognize,
and learn as the current robot is limited to the visual perception system.
Social, physical, and emotional interaction is the need for human–robot
interaction. Some of the medium-sized quadruped robots developed by the
researchers are BigDog, Spot, and MIT Cheetah.

15.3 Robot Service in Hotels

The tourism industry is becoming more noticeable due to technological
advancement in terms of robots and Artificial Intelligence (AI). The cus-
tomer has many options for interaction with robots and human interactions.
Robots service in hotels has a great impact during the current pandemic of
COVID-19. The Figure 15.2 represents robot used for hotel service. Robot-
staffed hotels have gained an importance among customers due to the global
health crisis. Robots continue to be involved in the hospital industry and
tourism because advancements in AI are the predictable path for innovation
thereby, increase in profitability and efficiency [19]. Consumer considered
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Figure 15.2 Robots service in hotels.

various attributes in choosing hotel during traveling decision. The key for
marketing is to have deeper knowledge in usage and adoption of this tech-
nology (UK Pabi et al. in 2017) [20]. Potential issues and skepticism have
been expressed by some of the researchers in the acceptance of robots by Io
et al. 2020 [21, 22]. Evaluation of robot in servicing the customer, service
robots, quality perception in hotels by Choi et al. 2019 [23] experience of
the customer in service robots deployed in hotels by Tung et al. 2018 [24].
Most of the customers prefer service robots in the context of a health crisis
(COVID-19). The study reveals whether travelers prefer human interaction or
robot service using empirical tests.

Postulate several hypotheses for identifying the robot service such as H1a,
H1b, and studies 1A, 1B, 2A, and 2B.

H1a. In the pandemic situation (COVID-19), the estimation of robot
staff is likely to be higher (versus lower) as the risk of COVID-19 is high
(versus low).

A previous study indicates that human staff is preferred by the customers
due to the “hospitableness” as it found to customer loyalty and solidify trust
by Chao et al. 2007 [25]. Because of some inconsistency, it also leads to dis-
satisfaction. The choice of using robot staff by replacing human is higher due
to the ongoing COVID-19 pandemic situation. The major reason for this is to
maintain social distancing and safety. There are various factors responsible
for the transmission of disease; some of them are hygiene practices, social
distancing, and safety measures.
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15.3.1 Study 1A

The participants were around 134 U.S. citizens out of which 45.5% females
were recruited from Amazon MTurk. The participants were informed
to assume a hotel which is equipped with robot staff, moreover, from the
evaluation, it is clear that robot-staffed hotels have been rated higher with
Mean = 4.81 and standard deviation, 1.79. Regression analysis is performed
and the result indicates significant support for the latest technology.

15.3.2 Study 1B

In this study, 134 participants were involved, and the participants were
asked to assume that they need to travel to the hotel during the situation
of COVID-19. Thus more participants choose robot-staffed service with the
specification of reducing the risk. Some of the limitations of the proposed
robot’s services are its diverse functions, as the questionnaire is only limited
in terms of functional robots. Some of the functions deployed are front desks,
information searching, handling luggage, and cooking. Several influential
mediators need to study. Need to focus on dependent variables like trust-
worthiness, attractiveness, intentions, and service quality. Furthermore, the
result needs to identify if responses fluctuate due to psychological attributes.
Figure 15.3 shows the bar graphs comparison of number of travelers before

Figure 15.3 Percentage of travelers pandemic.
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Figure 15.4 Threat due to Covid-19

Covid-19 pandemic and after Covid-19 pandemic. Figure 15.4 depicts com-
parison graph based on the threat before Covid-19 pandemic and after the
Covid-19 pandemic.

15.4 Cyber Security Attacks on Robotic Platforms

The profitability and productivity of the business in the world economy is
rapidly transforming due to the usage of robotic technology. A drastic shift
in need of optimization and automation in the industry is taking place; it is
not only in the manufacturing and warehousing sectors, but also in some of
the non-industrial sectors such as farming, defense, schools, hospital, and
offices. The major reasons for the new revolution are the availability of open-
source platforms, a decrease in electronic prices, hardware, and the merging
of technologies. However, potential threats always exist whenever missions
and applications are involved.

Robotics are controlled and commanded by applications or by humans.
Robots are widely classified as androids, insects, and autonomous. Android
robots are intelligent robots which use artificial intelligence and machine
learning techniques for learning and reply to the situation on the basis of
assigned tasks. Insect performs a function based on a single command,
similar to a colony of insects tracked by a single leader. Robotics uses
control systems, software applications, networks for messaging, and sensors.
However there are lack of standards for various application involving robots.
Vulnerability assessments of this technology has to be taken care as they are
connected to cloud platform by IoT technique.
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Al-shukri et al. [26] proposed the idea of thermal camera image for the
robotic system for identification. Tanjim et al. [27] proposed a robotic flight
control system for avoiding traffic jams, which reduces traffic jams. The idea
of controlling unmanned aerial vehicles is proposed by Uddin et al. [28].
Furthermore, underwater robotic control is proposed by Haus et al. [29] using
the vector algorithm. Zhang et al. [30] considered an effective access control
model for interactive robots to identify the emotion. Liu et al. [31] traced the
vulnerabilities in the Google Play Store application whenever mobile device
communication took place and the message is transferred in an unencrypted
format. Henceforth leads to a man in the middle attacks and sniffing.

Cyber threats are possible in robots as the robots are made of mechanical
parts such as motors, grippers, wheels or pistons and gears, which is very
much helpful for lifting, grabbing, and if controlled by malicious people it
can cause serious threats. In the month of May 2015, at an United states
car factory, a worker’s head was crushed by the robot. The reason for this is
malware on the robotic platform. In August 2015, in a Maruti factory in India,
a robot involved in an assembly grabbed a worker, which led to his death. The
reason for this is that the robotic cables were tampered with as they have not
followed the security procedure. In April 2016, nine US soldiers died in the
US military base as a robot shot the soldiers in the training program and this is
mainly due to malfunction in the robot’s system. In December 2017, because
of misconfiguration in the robotic platform, a toddler ran into a shopping mall
and thereby the security flaw was exploited. A similar incident happened in
March 2018, when a 3D turtle was attacked and rifled by a robot for the
reason that 3D turtle is altered to fool robotic sensors and AI. Cyber threats
have become a major challenge in robotics as it has been deployed in various
fields such as manufacturing, logistics, agriculture, and healthcare sectors.
The approach which was followed in olden days cannot be able to detect this
kind of threat. Moreover, confidentiality and integrity have to be maintained
as these issues impact greatly in the modern-day sectors. Robots have to
detect these risks and mitigate these risks; thereby robots must be cyber safe.

15.5 Conclusion

The advancement in robotics made a tremendous increase in development
and productivity in manufacturing industries. Technological advancement in
robots using Artificial Intelligence has made the tourism industry booming.
The deployment of robots in the hotel industry made an increase in cus-
tomer satisfaction even in the pandemic situation as there are no indirect
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human–human interactions involved, but only human–robot interactions. The
field of robots is explored due to design, development and motion, hence
termed as mobile robots. The article focused on the impact of robots in
the manufacturing industries in terms of pros and cons. Robot interacts
with humans by helping through trotting, walking, and galloping. The major
drawback is to concentrate on the emotional aspect also. The dependent
variables that need to focus are attractiveness, trustworthiness, service quality,
and intention. The robots should need to be in a position of detecting and
mitigate risks associated with it, which in turn leads to cyber safety.
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Abstract

Our chapter describes the automatic ways of conveying the government
schemes, rules, regulations, and basic policies for the well-being of the
people. The beneficial schemes and policies for the people are not able to
reach every common man of the country as there is no proper medium of
contact. Text-To-Speech, a part of Natural Language Processing has been
one of the challenging research fields which aim to develop smart electronic
gadgets. The chapter presents a mini computer-based smart assistant with an
integrated Text-To-Speech synthesizer for sending the government schemes
and policies to the common people as a short message in user preferred lan-
guages. The conversion of text form to audio form is developed as equivalent
to the natural human voice. This model is emphasized with Natural Language
Processing and Digital Signal Processing. The schemes are mainly posted
on government websites and portals. Web scraping is a quick and efficient
extraction method to fetch data in the form of news from government official
websites. The smart assistant can be used for multiple services. The result is
tested with different government websites in various text formats and verified
in three different languages. The government schemes and policies narrate
the information as the natural human voice in different languages.
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Keywords: Government Services, Natural Language Processing Based Smart
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16.1 Introduction

In this digital era, the government provides various schemes and policies
via government official websites. As people are busy with their day-to-day
schedule, they might miss out the important information. The beneficiary
schemes can go to a single person or intermediates. The paper presents an
automated system to fetch the data from the websites to the people directly.
Individuals appreciate utilizing Smart Phones because of their usability. They
appreciate accomplishing all their work even without touching the Phone [1].
The online platforms available in the phone offer the chance for savages to
proliferate bits of hearsay, bogus data, and hypothesis, and to exploit other
untrustworthy data to control client assessment [2].

To extract data from a website, an efficient technique called Web Scraping
is used. Web Scraping can be a slow process when it is carried out manually.
The research studies have been developing several automated solutions in this
domain. The methods followed to retrieve web data are Cut/Paste, Document
Object Model [3] for structured data extraction in the early period. But the
device proposed uses the vernacular ways of navigating, penetrating, and
altering the parse tree. It saves programmers hours of work. This approach
helps for the automatic extraction of required information from the website.
The system utilizes the parsing of HTML and XML tags of the respective
website design to fetch the required information [4].

The vital aim of this method is to sort out the information into a natural
human voice. The extracted data is sent to the people using the short message
service, an efficient method to send the information even when there is the
unavailability of the internet. In recent times, there is an extensive change in
the Virtual Assistant user experience [5]. Introducing Natural Language Pro-
cessing (NLP) to the model enhances a complete interactive user experience.
The opposite way of Text-to-Speech using NLP is the conversion of speech
to text. It is termed as Natural Language Understanding [6].

16.2 Literature Survey

Subhash S. and Srivatsa P. [5] proposed an AI-based voice assistant which
recognizes human voice tones and converts the observed information to text.



16.2 Literature Survey 241

This assistant is made with the help of gTTS (Google Text-To-Speech)
Engine which will convert the input language to English. This system will be
more beneficial in text-to-speech analysis. As it uses AI technology, the cost
of the system will be high. The mentioned assistant produces an audio file
and it will be played using the Playsound package of Python programming.
It is developed as an equal to voice assistants like Amazon Alexa, Microsoft
Cortana, Apple Siri, Google Assistant, etc. gTTS text analysis and Playsound
package in Python programming are the essential approach of the projected
assistant.

Sangpal R, Gawand T, Vaykar S, and Madhavi [4] proposed a virtual
voice assistant named Jarvis with the interpretation of AI Markup Language
comprising of gTTS Python-based state-of-the-art technology. Voice tones
are developed using Python libraries. Adoption of dynamic base Python
pyttsx was done in the proposed work. This projected approach uses Tkinter
for GUI development. For NLP, pattern matching, higher-order matching, and
extensible mark-up language were introduced in the assistant.

Supriya Kurlekar, Onkar A. Deshpande, Akash V. Kamble, Aniket A.
Omanna, and Dinesh B. Patil [9] projected to design a reader tool for
blind people using Python, OCR, and gTTS. The reader tool is developed
on Raspberry pi 2. It uses Optical Character Recognition technology for
the identification of the printed characters using image sensing devices and
computer programming. The device uses a pi camera to get a high definition
of video and photographs. It converts images of typed or printed text into
machine-encoded text. Images are converted into audio output (Speech). The
conversion of the printed document into text files is done using Raspberry Pi
which again uses PyTesseract library and Python programming. The text files
are processed and converted into the audio output (Speech) using gTTS and
Python programming language and audio output is achieved. The proposed
system utilizes Google text-to-Speech and Command Line Interface (CLI)
tool to connect Google Translate’s request to the main program.

Kennedy Ralston, Yuhao Chen, Haruna Isah, Farhana Zulkernine A [10]
delivered a project which examines and compares three prevalent chatbots
API. The proposed system is interacted with voice and it is a multilingual
chatbot that can effectively respond to users’ attitude, tone, and language
using IBM Watson Assistant & Tone Analyzer. The chatbot was estimated
using a test case model that was targeted at replying to users’ needs. The sys-
tem was powered with AI for a user-friendly experience so that it resembles
a human-like conversation. IBM Watson has a translator with auto-detection
of the input languages for up to 24 languages to the system. Categories of
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chatbots were discussed in the proposed project. Comparative study of several
assistants like IBM Watson, Amazon Alexa, and Google Assistant was done.
Tone analyzer and Personal Insights of the user were captured by the model.
Multilingual voice support was provided by the system.

Si Y., Zhou W., and Gai J. [3] proposed a method to get the data from
unstructured Chinese text. A rule-based method built on NLP and regular
expression is applied. This system makes use of the linguistic rules of the data
in the text and other related knowledge to a proper method. Data representa-
tion in the Chinese and English languages was developed by authors. Four
main implementation methods of NLP are taken into account for developing
this model. Data extraction is divided into two parts: corpus input, word
segmentation and rule matching. The designed algorithm is implemented
through Python programming in the Windows 10 environment. This chapter
will introduce the running process of the algorithm. The text inputs are made
in two forms, one is by manual input and the other by getting the list of
items as a list. Chinese word segmentation library is utilized from Python
Programming. The algorithm for extracting the key to data is from Chinese
text. The subprocesses defined are word segmentation, data extraction, and
result storage.

Veena G., Hemanth R., and Hareesh J. [12] mentioned the work of
creating a relation between different medical data. The data usually contains
a lot of unstructured or semi-structured data, by implementing methods
like labeling and path similarity analysis. Conversion of unstructured into a
structured or classified form was done. Other methods that we use in our work
are web scrapping, regular expressions, and part-of-speech tagging. All these
methods are implemented in python. Relation extraction of data between
different entities is observed from the projected work. Data extraction is
done with the help of NLP. NLP processes include Web scraping, regular
expressions, part-of-speech tagging, labeling, and path similarity analysis.
The method used in the projected system enables extraction of data from the
websites.

Stephanie Lunn, Jia Zhu, and Monique Ross [13] explained briefly about
Web Scraping and NLP. The Framework of NLP is provided, which adds
up more detail to our proposed model. The detailed concepts of web scraping
and NLP are explained clearly. This literature analyzes the effective technique
of web scraping to extract pedagogical practices from the websites. NLP
helps in the text mining of the obtained information. The job market websites
are tested in this system. This system paves the idea of getting the required
approach for our proposed model.
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Shrikrushna Khedkar and G. M. Malwatkar [14] mentioned a model of
developing a home automation application using Raspberry Pi and GSM.
Programming has been developed in the Python environment for Raspberry
Pi operation. A web-based home automation application is proposed in the
project. It utilized the Analog to Digital Communication and Global System
for Mobile Communications (GSM) along with Raspberry Pi microcontroller.
GSM is a wireless system that uses TDMA, most widely used digital wireless
technology. It is operated in the 900 MHz to 1800 MHz frequency band in
the projected model. GSM modem having a bidirectional connection to the
Raspberry Pi used for communication between user and system. This model
helped in designing the communicating link between the devices.

Duc Chung Tran, Ahamed Khan M. K. A, Sridevi S [15] the projected
work is based on training and testing of end-to-end Text-to-Speech Appli-
cation. This work presents an approach for automatic data preparation that
is used in Tacotron, Tacotron-2-based Mozilla TTS engine. The well-labeled
dataset namely FPT Open Vietnamese Speech Dataset having over 25,000
text lines and recorded audio files is demonstrated in this work. Different data
sets are produced in .txt formats and .csv formats. FPT Open Speech Dataset
(FOSD) approach was used in training the text-to-speech dataset applications.

Partha Mukherjee, Bhowmick S, Paul A, Chatterjee P, & Deyasi A [16]
mentioned a Graphical User Interface tool for Text-to-Speech using NLP. It
is used for manipulation of the instructions in the text to audio output. Text-
to-speech synthesizer converts scripts into speech, by processing them with
the help of NLP and Digital Signal Processing (DSP) technologies to convert
the textual form into synthesized speech form. Here, the development of a
Text-to-Speech synthesizer in the form of a simple application that saves the
audio as an mp3 file. It is implemented with a TTS system which converts
any text into a human-like voice. It utilized the tree of speech units for better
clarity of output tone. Front end and back-end interface for developing the
tool for Text-to-Speech Recognition using NLP was proposed in this model.
TTS Synthesis model helps in the conversion of Text to speech. The GUI
projected here is developed with C# upon. Net Framework 3.5. The feature of
conversion of one language to another is not available in the proposed work.

16.3 Proposed Smart System

In this section, the design model of Smart Assistant is defined. The smart
assistant includes the processes like Data extraction, Data Processing,
Sending of SMS, Language Translation, and Text-To-Speech Approach. The
general blocks of the proposed system are shown in Figure 16.1.
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Figure 16.1 Schematic diagram of the proposed system.

16.3.1 Data Extraction

In chapter, the web data has been extracted from the government websites
using an effective web scraping technique. The web data can be in various
formats such as images, CSV, or PDF files [9]. The textual information from
the given data is obtained and made into the required form to transfer it to
the people. Extraction of the web data from the website has been done with
parsing of tags, and attributes and even multi attributes can be passed to fetch
the web data [7].

The data can be in different formats. It can be an image or a PDF file. The
admin of the governmental organization can upload the file and send it for
processing in a fraction of seconds.

16.3.2 Data Processing

The extracted schemes and policies from the given government are formatted
as the needs of the administration. The processing of data is mainly taken
into account by the developers of the website. A user-friendly application is
developed to extract and send information to people. The message obtained
from various forms like jpeg file or PDF file is wrapped as SMS.
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16.3.3 Sending SMS

The scheme and policies after data processing the data are obtained as text
form. This is delivered to the people as SMS using Application Package
Interface (API).

The API acts as a port between the application and mobile number that is
interlinked with GSM in the Smart Assistant. It helps to send the text data to
the GSM that is deployed in the device. The API utilizes the HTTP request
POST method to send the schemes and policies. The website is concatenated
along with the schemes and policies extracted from the website, which helps
the people for reference.

16.3.4 Language Translation

The Language Translation stage is the prefinal stage of the proposed smart
assistant. The language translator helps for viewing the text data in the
user’s preferred languages. Google API is connected to the Smart Assistant
system.

For training a language, the usual method is teaching letter formats and
grammatical concepts to the assistant. The language translator discovers the
rules of the language from millions and millions of translated text formats
automatically. These texts are obtained from books, organizations from all
around the world. The translator utilizes an algorithm named Statistical
Machine Translation (SMT). SMT is built on language pattern matching. It
breaks down each sentence into distinct words or phrases to obtain a match
from their datastore. The language translator analyzes a text pattern with the
already translated text and gets the text translated into the preferred language.
The device supports the bulk translation of the text.

16.3.5 Text-To-Speech

The final stage of this model is Text-To-Speech Synthesis-the conversion of
text form to audio as the natural human voice. In this smart assistant, a gTTS
engine is installed. The output of the language translator is feed to the Text-
To-Speech engine. The engine synthesizes natural language as a human voice
in the given language. The process of Text-To-Speech translation is managed
by gTTS. The gTTS engine analyzes the linguistics of the input text and
relates it with the information on the speech database. The engine saves the
audio data in the form of a .mp3 file [2]. As a result, required audio output as
human natural language is obtained.
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Figure 16.2 Architecture Smart IoT Assistant.

16.3.5.1 Input text
The complete architecture of Smart IoT Assistant is shown in Figure 16.2.
The text data is applied as input to the Text-To-Speech engine. The input text
is the processed data from the government administration. The text data is
obtained from the official website of the governmental organization.

16.3.5.2 Text analysis
The symbolic raw text data is converted to written-out words. The process is
called Text Normalization. The text analysis helps in understanding the input
text format.

16.3.5.3 Phonetic analysis
The analyzed text is written out as phonetic transcriptions for each word. The
text is divided into phrases, clauses, and sentences. Assigning phonetic tran-
scription is called text-to-phoneme or grapheme-to-phoneme conversion [10].

16.3.5.4 Speech database
The processed text containing sentences, syllables, words, phrases, and
clauses is specifically revised using a speech recognizer. The unit text is
analyzed and framed as speech. The process of segmentation and pho-
netic acoustics modeling [1] like frequency (pitch), duration is designed
and allocated in the database. The required text and the speech audio are
forwarded for concatenation.
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16.3.5.5 Concatenation & Waveform generation
The process of the grouping of unit speech and producing frequency wave-
form is the main role of this block. The audio is available in the form of
frequency waves and this is forwarded to the synthesizer section.

16.3.5.6 Synthesized speech
There are different forms of speech synthesis. The Smart Assistant uses Deep
Learning-Based Synthesis. The speech is delivered as the audio in .mp3
format. It is played by an external speaker unit

16.4 Methodology

The Government Schemes and Policies are available in official web portals
and the necessary announcements, rules and regulations to be followed are
posted to reach the common people. The Smart Assistant is built with the
hardware components like

a Raspberry Pi 3B+
b GSM SIM900A module.
c Matrix Keyboard

The processor used is the Raspberry Pi 3B+. This acts as the main element of
the Smart Assistant. The GSM SIM900A is connected to the processor. The
data received from the sender is forwarded and processed with the help of the
main processor. The interface for the user is the matrix keyboard. Based on
the instruction provided by the program, they can select the option at their
convenience. The internal circuit design of the Smart Assistant is shown in
Figure 16.3.

16.4.1 Input Text Data

The data is obtained from the website using Web Scraping using the Beautiful
Soup module with the help of Python Programming. The extracted text data is
wrapped and formatted to send it as SMS. The government’s official website
holds the necessary details that are to be known by the common people. There
are three different methods of text data extraction:

• URL Data Extraction
• Image to Text Conversion
• Extract Text from PDF
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Figure 16.3 Internal construction of Smart Assistant

16.4.2 URL Data Extraction

Website is given as the input by the government organization; the part of the
data from the website is extracted using the class method which is present
in HTML backend programming. The data extracted can be in text format
without visiting the browser [6]. Text is wrapped up to a limited number of
characters. The extracted information along with the website is sent as SMS
to the desired users.

16.4.3 Image to Text Conversion

An image consists of text data, can be uploaded by the admin to send the data
to the people of the country. PyTesseract library [3] for optical recognition
is used to fetch the text from an image. Python programming helps the
developer of the governmental organization to get their work at ease. A clear
image is required and so it can be processed with the help of the PyTesseract
module.

16.4.4 Extract Text from PDF

The smart assistant is developed to extract text from the pdf too. The pdf
can be uploaded and the text from it can be sent to the required number
of people using API. The text data extraction is done with the help of the
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PyPDF2 library of python programming. The obtained text data is ready to
reach common people using SMS.

16.4.5 SMS Update

The textual government schemes and policies are sent to the people using the
Application Package Interface. The API is for sending the text data to the
mobile numbers of the common people of the country. The API has a source
and destination number, it transfers the information directly to the people as
SMS. Sending of government schemes and policies to the people available in
various places at a time is made possible.

16.4.6 GSM

The device comes with Raspberry Pi 3B+ which is interconnected with the
SIM900A module. The GSM module is connected with the SIM card of
the user choice. This number receives the government schemes and policies
related information from the government. The GSM is connected to the
general-purpose pins of the Raspberry Pi 3B+ and operated at a frequency of
900 MHz to 1800 MHz [8]. The received data is formatted with the processor
and the Text-to-Speech process is initiated.

16.4.7 Language Selection

The people can able to select the language in which they preferred to hear
the government schemes and policies. The interface is built with the help
of a matrix keyboard which is placed on the top of the device. The people
or the user can select the languages with the help of it. Language modeling
is done to select the user-preferred languages. Text-to-Speech processing is
done after the selection of the user-preferred languages.

16.4.8 Text-To-Speech

The text data is analyzed and converted in speech form with the help of the
gTTS package which utilizes NLP as a key source. This produces speech on
basis of the Deep-Learning speech synthesis [4]. The fundamental process of
analyzing and wave-form generation is done by this approach. gTTS module
gets the text data from the SIM900A module and converts it to speech as
instructed by the user. gTTS saves the audio file in .mp3 format. The audio
output is delivered to the users in the preferred languages.
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16.4.9 GUI

The Graphical user interface for the processed text data is displayed in the
user-preferred languages. Tkinter Library is utilized in the design of the
interface. Audio and Visual output make the Smart Assistant user-friendly
and unique

16.5 Experimental Results

The proposed smart assistant has been executed using Python 3.8.8 and
Raspberry Pi 3b+. Three different languages with three input formats are
tested and executed successfully.

The input text is obtained from an official government website using the
Web Scraping technique. The text data is sent to a common people’s mobile
number which is inserted in the Smart Assistant. The data received by the
GSM SIM900A module in the Smart Assistant processes the text data in three
different languages. The user can switch the language at their convenience.

The structure of the Smart Assistant is shown in the Figure 16.4. The
matrix keyboard is placed on the top for language selection by the user.
The microprocessor unit which consists of Raspberry pi 3B+ and GSM
SIM900A is laid at the second layer of the Smart Assistant build design.

The user interface of the government administration in Figure 16.5 is
for sending the information to the people is done with the help of Python

Figure 16.4 Build design of Smart Assistant.
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programming and the interface is shown in the Figure 16.6. The admin can
select the official governmental website and can able to extract the text data
and could able to send the information to the common people using the API.

Figure 16.5 User Interface of the government administration.

Figure 16.6 Output viewed by the user.

Figure 16.7 A table shows different language output.
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The output is obtained in both audio and visual text form in Figure 16.7.
The output viewed by the user of the assistant is shown in the figure. The text
data is translated and tested in three different languages. The accuracy of the
result is about 90% for the test cases given.

16.6 Conclusion

The Smart Assistant for delivering the government schemes and policies
from various websites is presented in the paper. The system provides a great
human-like voice output to the people in the user preferred languages. The
accuracy of the smart assistant system analysis is about 90%. As a result, the
proposed smart assistant system will be an automated system for conveying
the government’s official schemes, policies, rules, and regulations to the
common people.

The embedded design of the Smart Assistant helps in delivering the web
data directly to people from different sources. It enhances the information
delivery to the people using NLP, Text-to-Speech services. The assistant adds
up an interactive user interface in different languages.
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