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Considerable amount of effort has been devoted, over the recent years, towards 
the development of electronic skin (e-skin) for many application domains such 
as prosthetics, robotics, and industrial automation. 

Electronic Skin: Sensors and Systems focuses on the main components 
constituting the e-skin system. The e-skin system is based on: i) sensing 
materials composing the tactile sensor array, ii) the front end electronics for 
data acquisition and signal conditioning, iii) the embedded processing unit 
performing tactile data decoding, and iv) the communication interface in 
charge of transmitting the sensors data for further computing. 

Technical topics discussed in the book include:                      

• Tactile sensing material  
• Electronic Skin systems
• Embedded computing and tactile data decoding  
• Communication systems for tactile data transmission  
• Relevant applications of e-skin system

 
The book takes into account not only sensing materials but it also provides a 
thorough assessment of the current state of the art at system level. The book 
addresses embedded electronics and tactile data processing and decoding, 
techniques for low power embedded computing, and the communication 
interface. 

Electronic Skin: Sensors and Systems is ideal for researchers, Ph.D. students, 
academic staff and Masters/research students in sensors/sensing systems, 
embedded systems, data processing and decoding, and communication systems.
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Preface

Electronic skin (e-skin) has gained high relevance for many application
domains such as prosthetics, robotics, biomedical instrumentation, Internet
of Things (IoT) systems, and industrial automation. Many relevant achieve-
ments on the e-skin development have been documented in the last two
decades. The main focus has been on the e-skin sensing material and tech-
nology with the aim of mimicking human skin features, e.g., flexibility,
stretchability, and time response. Regrettably, a holistic approach at system
level is not yet attempted.

The proposed book aims at filling the gap and takes into account not only
sensing materials but also provides a thorough assessment of the state-of-
the-art system level addressing of embedded computing and data decoding,
techniques for low power embedded data processing, and communication
interface.

Chapter 1 provides an introduction to the topic and highlights the
relevance and impact of e-skin systems by means of three examples.

Chapter 2 introduces the human sense of touch along with the phys-
iology of the human skin and provides a comprehensive overview of the
state-of-the-art tactile sensors. Additionally, the chapter highlights the latest
breakthroughs and recent advances in the e-skins and artificial tactile sensing
systems for robotic and prosthetics applications. Major technical details
of transduction mechanisms in the e-skins such as piezoresistivity, capaci-
tance, and piezoelectricity are also described with their merits and demerits.
Furthermore, the chapter reports the requirements, challenges, expected
improvements, and future perspectives for tactile sensing technologies.

Chapter 3 discusses the major requirements and challenges of tactile
sensors. The chapter reports the major achievements in the field of tactile
sensor devices and technology. The chapter also highlights novel concepts to
provide additional features and a full tactile feedback from sensors, with the
final goal of mimicking the surprising capabilities of the human skin to sense
the surrounding environment.

xi



xii Preface

Chapter 4 describes the recent developments of optical-based soft tactile
sensing. As a case study, a comparison between machine learning (ML) and
analytical approaches – to decode tactile information in a continuum soft
optical waveguide – is presented.

Chapter 5 reports the development of a novel, large area soft artificial skin
with integrated fiber Bragg grating (FBG) sensors for the robotic perception
of physical interaction. Specifically, by combining the FBG technology and
ML techniques (fully connected neural network, FCNN), the considered
artificial skin permits to simultaneously solve contact location and force, thus
fostering applications in collaborative robotics.

Chapter 6 presents a survey of the existing algorithms and methods
for tactile data processing. The proposed algorithms and tasks include ML,
deep learning, feature extraction, and dimensionality reduction. The chapter
also provides guidelines for selecting appropriate hardware platforms for the
embedded implementation. Different algorithms are compared in terms of
computational load and hardware implementation requirements. In addition,
the chapter introduces a case study for touch modality classification.

Chapter 7 reports the state-of-the-art approximate computing techniques
(ACTs) employed at the circuit level for embedded ML algorithms in the
e-skin systems. The chapter demonstrates the feasibility of the ACTs in
the e-skin systems by implementing approximate arithmetic circuits, mainly
multipliers and adders, in the embedded ML algorithms with the aim of
enhancing the overall efficiency.

Chapter 8 deals with data communication and transmission subsystem.
The chapter introduces the working principles of optical communication
systems by describing the coding and decoding procedures that use a com-
bination of optical and analogue/digital electronic architectures designed to
be integrated in complimentary metal–oxide semiconductor (CMOS) tech-
nology. As a case study, two applications concerning tactile sensor data
communication in prosthetic systems and neural implantable devices are
reported and discussed.

Chapter 9 proposes a novel concept of a high-bandwidth feedback inter-
face that relies on advanced sensing and stimulation to convey a large
amount of information to the prosthesis user. The interface comprises the
e-skin covering the prosthesis with a dense network of tactile sensors and
a compact stimulation device delivering electrical current pulses through
a matrix electrode with multiple conductive pads. The state-of-the art for
the implementation of the proposed concept are reviewed. This includes



Preface xiii

biomimetic e-skins suitable for the application in a wearable scenario, stim-
ulation systems integrating a demultiplexing circuit to distribute electrical
pulses, and flexible electrodes with arbitrary shape, size, and distribution of
conductive pads. Finally, the challenges in selecting feedback variables and
mapping of these variables into stimulation parameters are addressed.
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The skin is one of the main organs of the human body and it is responsible
for many important functions such as sensing the cutaneous stimuli and
protecting the inner body organs. The development of electronic skin (e-skin)
systems involves many different research areas; the application domains are
numerous and relevant, e.g., robotics, teleoperated systems, biomedical sys-
tems, virtual and augmented reality, autonomous systems, etc. This chapter
briefly introduces e-skin systems, highlighting three relevant use cases. First,
the chapter starts with a definition of the e-skin system highlighting its
importance in different domains. Then, it describes how the e-skin system is
integrated into humanoid robotics namely in the iCub robot [1]. After that, we
present how the use of e-skin systems may enable new technologies reporting
the case of its use in telemanipulation [2]. Finally, an example for the use of
the e-skin system to restore the sense of touch in prosthetic devices [3] is
provided. Through these three concrete examples, the chapter aims to present
the motivations, goals, and advantages of e-skin systems.

1.1 Introduction

Inspired by the structure of human skin, the electronic skin (e-skin) and
its application in many and diverse application domains has attracted many
researchers. The implementation of an e-skin system has been targeted
either to mimic the sensing functions of human skin or to address specific
applications such as robotics [4], health monitoring [5], human machine
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Figure 1.1 Electronic skin system structure (left) and functions (right). Adapted from [9].

interfaces [6], prosthetics [7], etc. E-skin is used to extract contact informa-
tion related, e.g., to grasping, slipping, or sticking and also to tune the contact
force based on texture and hardness/softness of objects. E-skin feedback can
provide the sensory feeling to prosthetic users and amputees with the goal
of restoring essential functions such as grip and slip and touch and pain. It
can detect the pressure from the surrounding object exerted on a robot. If
integrated with multifunctional sensors, e-skin can also be used to monitor
essential biometric parameters, e.g., temperature, blood pressure, sugar level,
etc. [8].

The e-skin system can be defined as a hybrid arrangement composed of
different layers. A general illustration of the structure (left) and of the func-
tions (right) of the e-skin system is shown in Figure 1.1 (adopted from [9]).
The protective layer, usually made of polymers (e.g., PDMS), protects the
sensing layer from damages when contacting the environment. The electronic
layer hosts analog and digital circuits: it should conform to the usually curved
surface of the substrate layer which could be rigid or soft.

The main functional components of the e-skin system are shown in
Figure 1.1, right: (1) sensing materials and tactile sensor array, (2) front
end electronics for signal conditioning, analog to digital conversion, and
data acquisition, (3) embedded computing and data decoding unit imple-
menting tactile data processing, and (4) communication interface in charge
for communicating the touch information to the further level of the overall
system.

E-skin systems operate in a seamless way, are autonomous from com-
putational and energetic point of view, and take decisions implementing
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sophisticated and complex data processing algorithms (e.g., machine
Learning).

This chapter aims to exemplify e-skin systems with three relevant use
cases, namely humanoid robotics, telemanipulation, and prosthetics. Through
three concrete examples, the chapter will present the motivations, aims, and
advantages of e-skin systems. Section 1.2 will show how a humanoid robot
(i.e., iCub) can benefit from whole body e-skin. E-skin system in telema-
nipulation as proposed in the EU2020 TACTILITY project is described in
Section 1.3. In Section 1.4, e-skins for upper limb prosthetics are reported
and some examples about the restoration of tactile information corresponding
to some essential functions are described. Finally, conclusions are drawn
in Section 1.5.

1.2 Integration of E-skin in iCub Robot

E-skin in robotics is essential for performing three principle tasks: (1) manip-
ulation (perception for action), (2) exploration (action for perception), and (3)
reaction/haptics (action–reaction). Robots are expected to have such abilities
and adapt to the environment [10].

The e-skin system of iCub [1] employs capacitive distributed pressure
sensors consisting of two electrodes with a soft dielectric in between. The
capacitance at the output of the sensor changes as function of the distance
between the electrodes. The e-skin system is constituted of interconnected
triangular modules (i.e., flexible printed circuit boards (PCBs) with the elec-
tronics below) forming a mesh of sensors that are able to cover non-flat
surfaces. It consists of the PCBs having triangular shape, hosting 12 sensors
and a capacitance to digital converter AD7147 from analog devices. It obtains
12 capacitance measurements and sends them through a serial bus. Four wires
for the serial bus are connected to the PCB. Curved surfaces can be covered
due to the flexibility of triangles as well as to the connections among them.
The next subsections provide some practical examples on the integration of
the e-skin into the iCub robot, especially on its fingertips, palm, and forearm.

1.2.1 E-skin on iCub Fingertips

A dedicated e-skin system that resembles a human fingertip has been pro-
posed in [1]. Each fingertip has a round shape with the size of 14.5 mm long
and 13 mm wide. Figure 1.2 shows the flexible PCB having the ability to be
wrapped, making the fingertips. They are connected to small boards on the
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Figure 1.2 E-skin on iCub fingertips. From [1]. Reprinted with permission from IEEE.

Figure 1.3 E-skin on iCub Palm. From [1]. Reprinted with permission from IEEE.

back of the hand. These boards relay the data from all the fingertips to one
microcontroller board located in the iCub forearm.

1.2.2 E-skin on iCub Palm

The implementation steps of the e-skin on the iCub palm are reported in
Figure 1.3. The iCub palm is made from carbon fiber with a support cover
for the sensor. The PCB includes a capacitance to digital converter chip.

1.2.3 E-skin on the iCub Forearm

The same process as for the palm has been followed, and it is illustrated in
Figure 1.4. Figure 1.5 presents the iCub arm covered with the e-skin system.
Each arm is composed of 384 sensing points distributed as follows: PCBs ×
sensing elements = 23 × 12 in the forearm, 4 × 12 in the palm, and 5 × 12
in the fingertips.

iCub has been taught in [11] to perform the grasp by providing an intuitive
notion of force in addition to the implicit knowledge of the kinematics
necessary for adaptation. iCub has successfully achieved a successful grasp
adaptation when the contact changes for multiple objects [11].
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Figure 1.4 E-skin on the iCub Forearm. From [1]. Reprinted with permission from IEEE.

Figure 1.5 iCub hand and forearm. From [1]. Reprinted with permission from IEEE.

In [12], a human teacher has taught iCub the shape of an object by guiding
its hand along the object especially on the part to be grasped (e.g., the handle
of a jar). The e-skin has allowed iCub to explore an object using its two hands
with above 90% success rate of identification [12]. iCub is able to interact
with the environment and perceive the objects [13, 14]. For instance, he is able
to follow the contour of touched linear and circular objects [13]. The e-skin
system has permitted iCub to interact with objects with different shapes, to
afford packs and lift them, to achieve an impedance control while holding an
object, to apply actions, lifting, and swinging [15]. To provide an example,
the authors in [1] presented an experiment demonstrating the effectiveness
of the tactile feedback in improving the grasp of a fragile plastic cup for
iCub. A plastic cup is placed in the iCub hand and the grasp has been started
following two scenarios: with and without tactile feedback. Figure 1.6(left)
shows how iCub has crushed the cup when no tactile feedback is provided,
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Figure 1.6 iCub is grasping a fragile plastic cup. (Left) Without tactile feedback, iCub
crushes the cup. (Right) With tactile feedback, it grasps the cup without deforming it. From [1].
Reprinted with permission from IEEE.

whereas, with the help of tactile feedback in Figure 1.6(right), he was able to
grasp the cup gently without deforming it.

1.3 E-skin in Telemanipulation: of the EU2020 TACTILITY
Project

The bilateral teleoperation systems illustrated in Figure 1.7 usually rely
on console like controller or joystick with force or haptic feedback. The
feeling of embodiment is not achieved by the feedback mechanism and only
provide intuitive navigation scheme for planar movements. This issue could
be addressed by implementing the telemanipulation control using the TAC-
TILITY gloves. The gloves may provide accurate tracking for the kinematic
movement allowing to control precisely the industrial robots by performing
hand gestures and by employing the tactile feedback feature. This feature
is based on gathering the tactile information through the e-skin system and
delivering them in real time to the teleoperator after being processed onto
electrotactile feedback.

Integrating the e-skin system and providing the tactile feedback in tele-
manipulation systems may enable the teleoperator to be immersed into
the remote environment controlling the industrial robot as an extension of
their body. This will have its impact on increasing the productivity and the

Figure 1.7 Block diagram for the bilateral teleoperation system.
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Figure 1.8 Telemanipulation application scenario: TACTILITY project concept [2].

effectiveness of the teleoperator while providing safety and satisfaction to
him in their workplace.

The second application scenario, namely telemanipulation, is taken from
the EU 2020 TACTILITY project [2]. The concept of the system is depicted in
Figure 1.8: (1) a high-density e-skin system to gather tactile information; (2)
the local processing unit for data acquisition and touch information extraction
from raw sensed data; (3) the extracted information is compressed to a form
suitable for communication to the remote user. Finally, the electrotactile
stimulation parameters are rendered (4) and delivered to the remote user (5).
The user interacts with an environment which is not fully controlled and
known as in the case of artificially generated virtual reality. Instead, the user
sees and touches the records from cameras and e-skin which increases the
complexity of this approach.

1.4 E-skin in Upper Limb Prostheses

Recent technological advances can aid the prosthetic user ability to regain
the lost functions by restoring the perception and the meaningful tactile
information [16]. As a third application scenario, we consider here the case
of integrating the e-skin system into the upper limb prostheses to enable the
restoration of sense of touch. This could provide improvements in assisting
the prosthetic user in its daily life and improves the prosthesis embodiment.
The system substitutes the lost tactile sensation with the artificial e-skin and
provides to the patient the essential information such as grip and slip, touch
and pain, or object recognition and texture discrimination.
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The regulation of grip and the slip prevention are considered as subliminal
reflexes that can be restored in prosthesis. To this aim, the authors in [3] have
developed a feedback system for upper limb prosthetic using piezoresistive
tactile sensors. The system is able to attenuate the strength of grip and detect
the slip events by measuring the contact force resulting in minimizing the
number of fallen and broken objects.

Various applications could be implemented by the e-skin system to extract
meaningful information such as object size and shape discrimination [17],
roughness classification [18], curvature detection [19], or texture discrimi-
nation [20, 21]. For instance, the Izhikevich neuron model has been used in
[22] to stimulate the median nerve with a spike train through transcutaneous
electrical nerve stimulation. This approach has successfully enabled texture
discrimination from various coarsenesses. In the following subsections, two
approaches for the integration of e-skin into prosthetics [3, 23] are reported
(see Figure 1.9).

1.4.1 Piezoelectric-based E-Skin

Figure 1.9(a) introduces the development of e-skin system in the sensory
feedback loop for electro-stimulation case. An array of 4 × 4 tactile sensors
has been used for fingertips based on screen printed piezoelectric polymer
(PVDF) with sensor diameter of 1 mm and pitch of 1.6 mm. Whereas, a
Thru mode commercial FSR sensor array (MS9723) consisting of 16 × 10
piezoresistive sensors has been employed for the palm (8 × 5 cm2). The
system includes an interface electronics for data acquisition and signal pre-
processing. A fully programmable wireless multichannel electro-stimulator
with flexible electrodes is used to convey the decoded information to the
prosthetic user.

The main goal was to perceive the stimulation corresponding to the
applied touch on the e-skin system. Right lines and some complex shapes
were applied; e.g., geometries and letters. Users should identify the touch on
the e-skin surface by only receiving information through electro-stimulation.
This helps in understanding the capability of the human brain to interpret the
sensory feedback through the e-skin stimulation system.

1.4.2 Piezoresistive-based E-Skin

Figure 1.9(b) illustrates the work presented in [3]. The system transforms
the tactile sensor readings into neuromorphic spikes to enable the perception
of touch and pain through nerve stimulation. Stimulation parameters have
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Figure 1.9 E-skin integration in prosthetic feedback systems. (a) non-invasive approach for
restoring the sense of touch in prosthetics by employing an e-skin on palm and fingertips. The
e-skin system is composed of the sensor matrix (on the left), the interface electronics (in the
middle) sending the commands to the stimulator, and the stimulator in charge of generating
electrical pulses to be delivered to the user. From [23]. Reprinted with permission from IEEE.
(b) A sensory neuroprosthesis transforming into neuromorphic spikes the e-skin readings.
When interacting with a sharp object, the amputee feels pain and the object is released
accordingly. From [24]. Reprinted with permission from AAAS.

been discovered and quantified eliciting noxious (painful) and innocuous
(non-painful) tactile perceptions through transcutaneous electrical nerve
stimulation. Piezoresistive and conductive fabrics were used to design the
sensor to measure the pressure applied on the e-skin surface. A rubber layer of
1 mm size is located between the top (epidermal) and bottom (dermal) layers
to distribute the loads at the moment of grasp. Each fingertip includes three
tactile taxels with 1.5 cm2 of combined sensing area. Layering the sensor
implies a variation in the e-dermis output when loads are applied. This can
be exploited to extract more useful information such as object curvature and
pressure distribution.
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1.5 Conclusion

This chapter has presented three important application scenarios where the
e-skin system has been integrated namely humanoid robotics, telemanipula-
tion, and prosthetics. The e-skin integration has enabled interesting tasks that
were not possible using other sensing modalities, i.e., vision and auditory.
Employing the e-skin system, these applications were able to apply gentle
grasping (robotics), to restore fundamental activities, i.e., touch and pain
(prosthetics), and to make precise control of industrial robots (telemanipu-
lation). Not limited to these domains, e-skin can be applied in many other
interesting applications, e.g., human machine interface [25], minimally inva-
sive surgery [26], and cyber–physical systems. To achieve that, this chapter
has presented a general definition of the e-skin structure and function that
covers the main essential aspect to mimic the human skin and also to respond
to the applications demands.

References

[1] P. Schmitz, M. Maiolino, L. Maggiali, G. Natale, G. Cannata and G.
Metta, “Methods and Technologies for the Implementation of Large-
Scale Robot Tactile Sensors,” in IEEE Transactions on Robotics, vol. 27,
no. 3, pp. 389–400, June 2011, doi: 10.1109/TRO.2011.2132930.

[2] Available online: https://tactility-h2020.eu/access02/09/2020.
[3] L. Osborn, R. R. Kaliki, A. B. Soares, and N. V. Thakor, “Neuromimetic

event-based detection for closed-loop tactile feedback control of upper
limb prostheses,” IEEE Trans. Haptics, vol. 9, no. 2, pp. 196–206,
Apr./Jun. 2016.

[4] S. Gong, D. Lai, B. Su, K. Si, Z. Ma, L. Yap, P. Guo and W. Cheng,
Highly stretchy black gold e-skin nanopatches as highly sensitive
wearable biomedical sensors. Adv. Electron. Mater., 2015, 1, 1400063.
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Mimicking some of the remarkable characteristics of the human skin, includ-
ing high sensitivity, mechanical flexibility, stretchability, and biodegradability
has been one of the highly innovative research topics in both academia and
industry for at least the last 30 years. Recent advances have fostered the
development of artificial tactile sensing systems and opened up new oppor-
tunities for building electronic skin (e-skin) in applications such as robotics,
prosthetics, and human–machine interfaces. Current tactile sensing systems
have demonstrated high performance, low-cost, and ease of fabrication. How-
ever, profound issues remain unresolved and require strong interdisciplinary
efforts to tackle them. This chapter primarily focuses on the strategies and
technologies for the exploitation of e-skins in reconstructing tactile infor-
mation. The chapter introduces the human sense of touch along with the
physiology of the human skin and provides a comprehensive overview of the
state-of-the-art tactile sensors. Additionally, the chapter highlights the latest
breakthroughs and recent advances in the e-skins and artificial tactile sensing
systems for robotic and prosthetics applications. Major technical details of
transduction mechanisms in the e-skins such as piezoresistivity, capacitance,
and piezoelectricity are described with their merits and demerits. Finally,
requirements, challenges, improvements, and future perspectives that tactile
sensing technologies need to address are reported.
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2.1 Introduction

By means of the sense of touch, we learn how to interact, perceive, grasp,
and manipulate objects. Over the last two decades, the increasing demand for
replicating the human tactile sensing system has inspired the exploration of
various tactile sensing transduction mechanisms [1, 2] and their prospective
application in diverse domains, such as human–machine interfaces, prosthet-
ics [3, 4], robotics [5, 6], virtual reality systems [7, 8], remote operation
[9, 10], and touch screens [8].

Tactile sensors range from simple sensors that measure contact location
to more complex ones that measure surface properties such as temperature,
vibration, roughness, texture, stiffness and shape, etc. [2, 8, 9].

The human skin relies on a dense network of receptors such as
mechanoreceptors, thermoreceptors, and nociceptors, to acquire and deliver
spatially distributed contact information [3]. Imitating the distributed nature
of the human skin poses challenges for technology; yet, it offers interesting
opportunities to develop adequate artificial sensing systems. For that matter,
electronic skin (e-skin) is an artificial skin, which hosts a hybrid stack of
smartly arranged tactile sensing elements, interface electronics and embedded
electronic systems, and a communication interface [11].

In this respect, this chapter presents the basics for tactile sensors and
e-skin system concept and its ability to reconstruct tactile sensations. The
human sense of touch is introduced along with the physiology of the human
skin in Sections 2.2 and 2.3. Subsequently in Section 2.4, a brief review about
the evolution of the tactile sensing and artificial skins is pinpointed. Finally, in
Section 2.5, the e-skin system is introduced along with various transduction
mechanisms regarding two application scenarios. Furthermore, a conclusion
briefly states the requirements, challenges, and future developments of the
e-skin.

2.2 SENSE of Touch

A huge network of nerve endings and touch receptors within the skin known
as somatosensory system controls the sense of touch. This system is respon-
sible for tactile sensations, for example feeling cold/hot, smooth/rough,
pressure, tickle, itch, pain, vibration, etc. The sense of touch comprises three
main subsystems, i.e. cutaneous, kinesthetic, and haptic [12, 13].

• The cutaneous system receives sensory inputs from the receptors embed-
ded in the skin. As a matter of fact, the cutaneous system involves
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physical contact with the stimuli and provides awareness of the stim-
ulation of the outer surface of body by means of receptors in the skin
and associated somatosensory area of the central nervous system (CNS)
[12, 13].

• The kinesthetic system receives sensory inputs from the receptors within
muscles, tendons, and joints [14]. It provides information about the
static and dynamic body postures (e.g. position of head, limbs, and end
effectors) based on afferent information originating from the muscles,
joints, and skin; and efferent copy, which correlates the muscle efferent
available to the higher brain centers.

• The haptic system uses information about objects and events from the
above-mentioned systems. It perceives heat, cold, and various stimuli
that produce pain [12, 14].
Touch is undisputedly important for the development of several cog-
nitive functions. It is bestowed with the spatio-temporal perception of
external stimuli through a large number of receptors such as mechanore-
ceptors for pressure/vibration, thermoreceptors for temperature, and
nociceptors for pain/damage that are distributed all over the body with
variable density. The response to mechanical stimulus is liaised by
mechanoreceptors that are embedded in the skin at different depths
[12, 15].

2.3 Artificial Skin: Concept and Evolution

2.3.1 Understanding the Human Skin Physiology

The human skin acts as the protective and flexible waterproof barrier, which
separates the human being from the outside environment. It relies on sensory
receptors that provide information about the contact and the surrounding envi-
ronment. Moreover, it is capable of sensing touch that includes mechanical
stimulation, heat, and pain [13]. The skin is formed of three major layers
organized from outside to inside, the epidermis, dermis, and subcutaneous
fat. There are two major types of skin in humans: hairy skin and glabrous
skin. The receptors found in the glabrous skin will be elaborated in this
section since this skin type covers the parts of the body mainly used for
tactile exploration (fingertips, palms of the hands, soles of the feet, and the
lips). Compared to hairy skin, it has a thicker epidermis and a more rigid
appearance. As the name suggests, it also lacks hair follicles [12, 13] .

The glabrous skin of the human hand contains 17,000 tactile units, i.e.
primary afferent neurons with sensory endings in the dermis specialized
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Figure 2.1 Illustration of the distribution and classification of the mechanoreceptors in the
human skin (adapted from Ref. [3]).

for sensing deformations of the skin that occur when the hand interacts
with objects [16]. Mechanoreceptors are sensory units distributed in the
human skin to detect mechanical stimulation and to provide information
about physical properties of the object and the contact between hand and
object, i.e. sensations related to pressure, vibration, shape, texture, stiffness,
etc. [3, 17]. Mechanoreceptors in the glabrous skin of human hands include
four types: Merkel cells, Meissner corpuscles, Ruffini endings, and Pacinian
corpuscles. The physical position and classification of these receptors varies
across the body as shown in Figure 2.1 (adapted from Ref. [3]). Their spatial
resolution is the highest at the fingertips with 1 mm [8, 18] and the lowest
at the belly with 30 mm [8], as the time resolution reaches up to 700 Hz [8].
The number of receptors per square centimeter area is estimated to be 241
in the fingertips and 58 in the palm of adult humans. They are responsible
for the detection of different stimulations. According to their adaptation rate,
four types of mechanoreceptors are categorized into two classes: fast adapting
(FA) units and slow adapting (SA) units. Further, based on their receptive
fields, each class is divided into two groups: II and I. SA-I and FA-I receptors
have small receptive fields, respectively 2–3 mm and 3–5 mm in diameter
with a sharp border, while SA-II and FA-II receptors have large receptive
fields with diffused border [16]. These four types of mechanoreceptors have
different functional properties: the receptive speed, the receptive field, and
the perceptive function, which are summarized in Table 2.1.

In terms of the time response, Meissner and Pacinian corpuscles are
mainly responsible for rapid or dynamic stimulation, while Merkel cells
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and Ruffini endings respond to sustained stimulation. Meissner corpuscles
are sensitive to light touch, while Pacinian corpuscles tend to detect deep
pressure touch and high frequency vibration. Merkel cells are sensitive to
low-frequency vibration, while Ruffini endings usually respond to stretching
of the skin. In terms of the location and the receptive field, Meissner corpus-
cles and Merkel cells concentrate in the outer layer of the skin on fingertips
and have small receptive fields. On the contrary, Pacinian corpuscles and
Ruffini endings are distributed more uniformly in the deeper layer of the skin
(e.g. dermis) on fingers and the palm. In terms of the function of perception,
Merkel cells and Pacinian corpuscles might be related to the sensation of
stiffness. Merkel cells and Ruffini endings could detect slip and shape due
to their response to steady pressure and skin stretch. Besides, Meissner
corpuscles and Pacinian corpuscles contribute to the perception of texture,
such as surface roughness, because they are sensitive to rapid vibration, which
is too small to activate the other two types of mechanoreceptors [13, 15]. The
spatial resolution is the smallest distance for one to distinguish two-point
touch and varies across the body. It is as close as 0.5 mm on the fingertips
while 7 mm on the palm [16] .

The distinct functions of various tactile units (i.e. FA-I, SA-I, FA-II, and
SA-II) result in what we identify as tactile perception [19]. On the other
hand, proprioception is defined as information about the configuration of
the body and its position in space. Besides, from SA-II receptors, proprio-
ception emerges from specialized receptors in the muscles (muscle spindles)
and joints (Golgi tendon organs). Muscle spindles are small sensory organs
distributed throughout the striated muscles of the human body, encapsulated
in between the muscle fibers (called extrafusal fibers). Specialized intrafusal
fibers are located in the capsule of the muscle spindles. When they are
stretched, e.g. when the muscle lengthens, the muscle spindle afferent is
activated. Therefore, their function is to report changes in the muscle length
as well as the velocity of these changes. Golgi tendon organs are mechanore-
ceptors that are attached to collagen fibers in the tendons. When the muscle
contracts, the collagen fibers are pulled and this activates the Golgi organ.
The stronger the muscle contracts, the stronger the tension in the muscle and
the tendon and the stronger the activation of the proprioceptive afferent fiber.
Therefore, Golgi tendon organs report the degree of muscle tension and its
change [16].

Every type of the mechanoreceptors has its own tactile-sensing mecha-
nism in response to specific stimuli. When a tactile stimulus (i.e. mechanical
stimulation) is applied to the human skin, relevant mechanoreceptors encode
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Figure 2.2 Schematic illustrates the required steps for transduction of sensory stimuli to the
brain: (a) Biological skin transduction: The mechanoreceptors in the human skin encode the
applied tactile stimuli into action potential, which in turn will be collected from the different
presynaptic neurons and processed in the biological synapses to achieve multilevel features of
tactile perception. (b) Artificial skin transduction: The various sensors detect the stimuli and
translate them into signals. The collected signals are encoded and sent to the brain (adapted
from Ref. [3]).

them as action potential at specific frequency. Through the nerve fibers, the
generated sequence of action potentials from neurons are transmitted to the
brain, which processes them into multilevel features of tactile perception [3]
as shown in Figure 2.2(a). In general, artificial tactile sensors are expected
to demonstrate small resolution, high sensitivity, low hysteresis, fast and
linear response, wide dynamic range, and high reliability. For instance, tactile
sensors should measure three-dimensional (3D) forces between 0.01 and 10
N along with a time response less than 10−3 s [8, 18]. A spatial resolution
of 5–40 mm could be satisfactory. For high sensitivity body sites such
as fingertips the spatial resolution should be around 1 mm, while for less
sensitive sites it could be 5 mm especially for hand palm and shoulder.
Typically, 20–60 Hz would be fine for sampling rate in daily tasks, while
for a special task, such as texture recognition, a higher sampling rate of 1–
2.5 kHz is necessary [15]. Robust, flexible, stretchable, and soft materials are
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demanded to be embedded on various 3D structures for acquiring a human-
like skin. Additionally, low cost, low-power consumption, and scalability are
also important for manufacture and implementation [2, 8, 18].

2.3.2 Artificial Skins

Being inspired by the unique structure of the human skin, several efforts have
been made to develop artificial skins that combine a wide variety of tactile
sensors to mimic the human sensory system. Artificial skins in turn would
have several potential applications in human–machine interfaces robotics,
artificial intelligence, prosthetics, and health monitoring technologies [8, 11].
Several types of tactile sensors are needed to match the range of signals
detected by the various mechanoreceptors present in the human skin and the
tactile sensing functions of these structures. The signals from the sensors
require signal processing to encode them into a form that users can under-
stand. The encoded information is sent to the brain either by direct stimulation
of the CNS or PNS, using electrode arrays [3] as shown in Figure 2.2(b).

An artificial skin with sensory capabilities is commonly referred in litera-
ture as sensitive skin, smart skin, or e-skin. Such systems require integration
of various sensors on a thin, flexible substrate. Usually, the e-skin is struc-
tured as a networked system of “patches” implemented as hybrid stackwise
arrangements incorporating tactile sensing (i.e. mechanical into electrical
transduction, signal conditioning and acquisition) and data interpretation.
E-skin’s structure and function varies with materials, transduction techniques,
and application; e.g. e-skins scale ranges from small patches for health
monitoring applications to large area patches for robotics [1, 20].

Conceivably, the earliest example of e-skin realization is from the 1970s
when an artificial hand covered with skin was explored to detect grip strength,
slip, and certain properties of a held object such as texture and hardness
[21]. A decade later, around the 1980s, Hewlett-Packard (HP) marketed a
personal computer (HP-150) that was equipped with a touchscreen, enabling
users activate different functions by simply touching the display. It was the
first mass-marketed electronic device exploiting the intuitive nature of human
touch [22]. In 1985, General Electric (GE) built the first sensitive skin for a
robotic arm using discrete infrared sensors placed on a flexible sheet at a
resolution of 5 cm. The fabricated sensitive skin was proximally conscious
of its surroundings, permitting the robot’s arm to avoid potential obstacles
and effectively move within its physical environment. Despite the robotic
arm’s lack of fingers and low resolution, it was capable of demonstrating
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the fact that electronics integrated into a membrane could allow for natural
human–machine interaction [23]. In the 1990s, scientists began using flexible
electronic materials to create large area, low-cost, and printable sensor sheets.
The first flexible sensor sheet(s) for tactile shear force sensing was proposed
by Jiang et al. by creating silicon (Si) microelectromechanical (MEM) islands
by engraving thin Si wafers and integrating them on flexible polyimide
foils. Around the same time, flexible arrays fabricated from organic semi-
conductors began to emerge that rivaled the performance of amorphous Si
[24]. Earlier, before the millennium turn, the first Sensitive Skin Workshop
was held in Washington, DC under the sponsorship of the National Science
Foundation and the Defense Advanced Research Projects Agency, bringing
together approximately 60 researchers from different sectors of academia,
industry, and government. It was revealed that there was significant industrial
interest in e-skins for numerous applications, ranging from robotics to health
care.

Substantial progress in the development and advancement of the e-skin
has been made in recent years, and specific emphasis has been on mimicking
the mechanically compliant yet highly sensitive properties of the human skin.
Lacour et al. [25] developed stretchable electrodes. Kim et al. [26] altered
a typically brittle material, Si, into flexible, high-performance electronics
by using ultrathin (100 nm) films connected by stretchable interconnects.
Someya et al. [27] fabricated flexible pentacene-based organic field-effect
transistors (OFETs) for large-area integrated pressure-sensitive sheets with
active matrix readout, whereas Metzger et al. [28] investigated novel pressure
sensing methods using foam dielectrics and ferro-electrets [29] integrated
with FETs. Bao’s group studied the use of microstructured elastomeric
dielectrics for highly sensitive capacitive pressure sensors [30] and devel-
oped a composite conductive elastomer revealing repeatable self-healing and
mechanical force sensing capabilities [31]. Other groups developed stretch-
able optoelectronics, including light-emitting diodes (LEDs) [32, 34] and
organic photovoltaics (OPVs) [33, 35] for integration within the e-skin.

Kim et al. [34] demonstrated a stretchable artificial skin based on ultra-
thin single crystalline silicon nanoribbons that integrate strain, pressure, and
temperature sensor arrays as well as associated humidity sensors, electrore-
sistive heaters, and stretchable multielectrode arrays for nerve stimulation.
This collection of stretchable sensors and actuators facilitate highly localized
mechanical and thermal native-skin-like perception in response to exter-
nal stimuli, thus providing unique opportunities for emerging classes of
prostheses and PNS interface technologies [34]. A fully printed, flexible
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fingerprint-like three-axis tactile force and temperature sensor array was
developed by Harada et al. [35] to measure simultaneously the tactile and
slip force and temperature. He et al. [36] developed a flexible, self-powered,
and self-clean T-ZNO/polyvinylidene fluoride (PVDF)/fabric multifunctional
electronic skin. Li et al. designed a carbon nanotube (CNT)-based flexible
skin-inspired sensory array for fingertips using silk-screen printing technique.
The skin relies on three sensing materials and it can measure pressure,
temperature, and humidity. Yogeswaran et al. fabricated a resistance e-skin
flexible elastic tactile sensor for measurement of minimum pressure of 500
Pa, widely used in artificial robots and medical prosthesis, among others.
Recently, Núñez et al. [37] developed a transparent tactile e-skin along with a
single-layer graphene and coplanar interdigitated capacitive electrodes [37].
They also demonstrated the feasibility of large-scale and low-cost fabrication
of a flexible and transparent e-skin for pressure sensing on a prosthetic hand
[37]. Further, Osborn et al. [38] created a multilayered electronic dermis
(e-dermis) that mimics the behavior of mechanoreceptors and nociceptors to
deliver neuromorphic tactile and pain information to an amputee. A group in
the École polytechnique fédérale de Lausanne (EPFL) developed an artificial
skin that could help in rehabilitation and enhance virtual reality. The skin
system contains soft sensors and pneumatic actuators which enable the artifi-
cial skin to conform to the exact shape of the wearer’s wrist, e.g. and provide
haptic feedback in the form of pressure and vibration. The sensor layer on
top of the membrane layer contains soft electrodes made of a liquid–solid
gallium mixture. These electrodes measure the skin deformation continuously
and send the data to a microcontroller, which uses this feedback to fine-tune
the sensation transmitted to the wearer in response to the wearer’s movements
and changes in external factors [39].

Table 2.2 presents a timeline summary of the evolution of tactile e-skin
with special focus on robotic and prosthetic applications. It highlights in
chronological order the development of tactile sensing from 1970 until
2010, and from 2010 until now, respectively. Along the aforementioned,
our research group has been addressing this topic roughly for the past 10
years in a holistic way, managing the seamless design and implementation of
the mechanical and electronic systems of the e-skin. Figure 2.3 depicts our
proposed approach and application scenario: embedded, artificial distributed
sensing and stimulation in prosthetic systems that provide high-fidelity,
high-bandwidth tactile feedback to the prosthetic user.
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Table 2.2 Timeline evolution of the tactile e-skin from 1970 until 2020
Years Highlights and Achievements Refs.
1974 Prosthetic hand with sensors [21]
1980 Fictional Inspiration from [22]
1984 Star Wars film/Terminator film [79]
1982 1st Touchscreen computer from HP-150 [22, 80]
1984 General Electric (GE), first sensitive skin for a robotic arm based on

infrared sensors
[22]

1999 Lumelsky et al. built a sensitive skin prototype module [23]
2000 ASIMO Robot from Honda with tactile sensors [20]
2001 Organic thin-film transistor as humidity sensor [24]
2003 SNAVE intelligent anthropomorphic hand prosthesis contains force

and slip sensors in the fingers
[81]

2004 Flexible active-matrix e-skin [82]
2005 Conformable, stretchable, flexible large-area transparent e-skin based

on an organic semiconductor
[27]

2006 Anthropomorphic cybernetic hand [84]
2007 Wireless electronics, POSFET electronics, and transducers [22]
2008 BioTAC human-like tactile sensors by SynTouch, LLC (USA) [70]
2008 Dexterous shadow robotic arm endowed with BioTac SP sensors on

fingertips
[70]

2009 Stretchable active-matrix OLEDs (organic light-emitting diode
display) using printable elastic conductors

[22]

2010 Biodegradable OFETs, rechargeable and stretchable batteries [84, 22]
2010 Macroscale nanowire e-skin capable of monitoring applied pressure

profiles with high spatial resolution
[85]

2010 Icub Robot IIT, sensing arrays: ROBOSKIN project developed a
robotic skin to cover large areas of the robot body

[86]

2011 Epidermal skin [87]
2011 Stretchable, transparent skin-like pressure and strain sensors based on

transparent elastic films of carbon nanotubes
[33]

2012 Self-healing e-skin [31]
2012 Interlocked e-skin for monitoring signals from human heartbeats [88]
2012 Multimodal artificial skin tactile for NAO Humanoid Robot,

Hex-O-Skin at the Institute for Cognitive Systems, TUM-Germany
[20]

2012 Conformable e-skin with 3D shape for fingertips, which match the
mechanics of the epidermis

[89]

2013 Rechargeable, stretchable batteries with self-similar serpentine
interconnects and integrated wireless recharging systems

[90]

2013 Flexible and comfortable tactile sensors using screen printed
P(VDFTrFE) and multiwalled carbon nanotubes
(MWCNT)/polydimethylsiloxane (PDMS) composites

[91]

2014 Cosmic Lab e-skin based on polyvinylidene fluoride (PVDF) made of
64 sensors on table

[58]

(Continued)
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Table 2.2 Continued
Years Highlights and Achievements Refs.
2014 Multimodal smart e-skin for prosthetics based on stretchable silicon

nanoribbon electronics
[34]

2015 Interactive color changing chameleon-inspired stretchable e-skin [92]
2016 Textile pressure sensors [101]
2016 Temporary tattoo to control smartphone Duo Skin [93]
2017 Flexible, multifunctional e-skin based on zinc oxide nanorod [94]
2017 Robotic hand with sense of heat with intrinsically stretchable rubbery

sensors
[95]

2018 Nanowire FET based neural element for robotic tactile sensing skin [96]
2018 Screen printed tactile sensing arrays for prosthetics based on PVDF

polymers
[64]

2018 Soft, thin, light weighted skin-like electronic system integrated and
wirelessly activated fully soft robots

[97]

2018 Neuromorphic e-dermis that enables pain sensation to the prosthetic
hands

[38]

2018 3D-printed tactile sensor on 3D-printed prosthetic hand [98]
2019 Self-sensing pneumatic actuator skin used in closed-loop haptic

feedback
[39]

2019 Flexible tactile e-skin sensor based on CNTs/ PDMS nanocomposites [99]
2020 Closed loop 4D printed soft robot [100]

Figure 2.3 Application scenario for restoring the sense of touch in prosthetics.

2.4 E-Skin Systems

E-skin is a hybrid stackwise arrangement (i.e. patches) that integrates both
tactile sensing and touch interpretation units. It changes in dimension accord-
ing to the target application (e.g. small patch for fingertips or large area
for robotics or prosthetics). An e-skin is composed of a protective layer, a
sensor layer, a signal-processing layer, and a substrate [2]. The polymer-based
protective layer (e.g. polydimethylsiloxane [PDMS]) protects the sensor array
and transfers the contact mechanical stimulus to the sensor array when the
skin is touched. In turn, the sensor array converts the pressure information
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Figure 2.4 Illustration of the e-skin’s general structure. (a) Frontal section of the e-skin of
the different layers that would form the e-skin patch. (b) 3D image of the e-skin layers.

into electrical signals, which are further acquired and processed by the signal
processing layer and then transmitted to the bottom structural material layer
(i.e. the substrate). In addition to the flexibility, that allows the conformation
of the skin onto various curved surfaces/shapes and the stretchability to sup-
port joint movement, the overall structure should be able to simultaneously
sense different physical stimuli (including strain, twist, temperature, and
humidity) with high sensitivity and distinguish them with efficient temporal
and spatial resolutions. For instance, to emulate the human skin in terms
of touch/pressure sensitivity, the e-skin should be able to recognize both
medium-(10–100 KPa) and low pressures (<10 KPa) [3, 40].

Figure 2.4 illustrates an example of the general structure of the e-skin
(adapted from Ref. [41]). Briefly, the e-skin system should comprise three
main compartments, which are the sensing arrays that would substitute the
sense of touch, interface electronic to convert analogue to digital tactile
signals, and tactile data processing and decoding system [11]. The following
sections will present the various tactile sensing transduction techniques and
their respective research developments and application in the field of e-skin.
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2.4.1 Transduction Mechanisms

So far, the development of the e-skin technology focused mainly on mimick-
ing aspects of the human skin. The measured characteristics of touch are not
only restricted to force and pressure, but also stiffness, texture, temperature,
and strain. Transduction is considered as the first step to realize an artificial
tactile sensing system that mimics the electrical output of the biological
receptors [1]. This section describes the available tactile sensors used to
transduce stimuli in the e-skins by converting them into electrical signals,
namely, resistive sensors (such as strain gauges and piezoresistors), capacitive
sensors, piezoelectric sensors, and optical sensors. In addition, this section
will present a survey of the state-of-the-art distributed sensing and highlight
limitations and challenges. Finally, the design requirements for tactile sensing
system in prosthetics are depicted.

(a) Resistive
Piezoresistive sensors are resistive sensors. Their resistance changes upon the
deformation formed by the applied mechanical stimulus. Piezoresistive tactile
sensors are fabricated using conducting elastomers sandwiched between two
vertically aligned electrodes or deposited between a pair of parallel inter-
digitated electrodes. Piezoresistive strain gauges are considered the most
common type of the referred sensors, whose resistance (R) depends on their
geometry, which is calculated as

R = ρL/A (2.1)

where ρ is the resistivity, L is the length, and A is the area. Under external
strain, the geometry changes (i.e. either L or A is dominant). The resistance
change could be given by ∆R/R = (1 + 2υ)ε + ∆ρ/ρ, where υ and ε are
Poisson’s ratio and strain, respectively. Since the measurement of resistance
is straightforward, piezoresistive tactile sensors have friendly electronic inter-
face. They are less susceptible to interference and exhibit good sensitivity [9].
Another advantage is the applicability in microelectromechanical systems
(MEMSs) or integrated to printed circuit boards [42]. Despite the mentioned
advantages, piezoresistors suffer from hysteresis, temperature sensitivity,
fragility, rigidity, and high cost. In 2014, Zhang et al. [43] developed a kind of
resistive pressure sensor by transferring microstructure onto silk with PDMS.
Jorgovanovic et al. [44] presented the static and dynamic characterization
of piezoresistive sensors used for detecting the positions of prosthetic finger
joints.
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The feasibility of wireless communication between sensors and a receiv-
ing device, to reduce wires, was also discussed. Kane et al. [45] proposed a
piezoresistive stress sensor array with high spatial resolution comparable to
human dermis (∼300 µm). Because of its unique stability, these sensors have
great potential in the fields of prosthesis and robot artificial intelligence. They
exhibited high potential for dexterous manipulation applications. Various
applications with piezoresistive tactile sensors can also be found in stress
and force measurement [45], stiffness of soft tissues detection [46], fingertip
sensing [47], etc.

A strain gauge is another type of resistive sensors. It is a device adhered
on the surface of an object to measure the strain caused by external pressure.
The resistance of the foil changes with the stress applied on it. Strain gauges
are more suitable to measure dynamic strains rather than static ones. The
smaller a strain gauge is, the higher the accuracy. Strain gauges also exhibit
nonlinear response and the measured strain is the average strain over the
gauge length. Sensors of smaller size are flexible and robust to be applied
over dexterous surfaces, such as prostheses, robots, and medical devices [50].
A finger-mounted tactile sensor based on the strain gauge which presented a
linear response, a wide force sensitivity of 0–100 N with a resolution of 0.3
N, and a low hysteresis of 1.7% was proposed by Da Silva et al. [49, 50].

(b) Capacitive
A capacitive sensor consists of two parallel conductive plates that are
separated by a dielectric material. The capacitance (C) is given by

C = ε0εr
A

d
(2.2)

where ε0 is the free space permittivity, εr is the relative static permittivity
of the dielectric layer between the plates, A is the area of the overlap of
the two plates, and d is the distance between the two plates. All variables
reported in the equation except ε0 are sensitive to changes in strain. When
force is applied, the capacitance between the layers varies with the reduced
distance between plates and the deformation of the middle dielectric material
as well. Capacitive sensors demonstrate high sensitivity, robustness, and a
large dynamic range. Due to these characteristics, capacitive sensing is widely
used in robotic tactile sensing. Recently, most studies focus on the design
of the dielectric layer and electrode structure. For the dielectric layer, it is
difficult to achieve high sensitivity of sensors because of a high Young’s
modulus of elastomer material, such as some elastomer dielectrics including
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PDMS with a small Young’s modulus of as low as 5 kPa [51]. Schwartz
et al. [52] proposed a flexible pressure-sensitive polymer transistor using
a microstructural PDMS dielectric layer. Capacitive tactile sensor arrays
are integrated into a prosthetic hand, thumb, and finger [53], temperature
sensitivity, and low-power consumption [54]: they can be used for both
dynamic and static force measurements. Additionally, their sensitivity to
noise leads to relatively complex electronics for noise filtration. Capacitive
sensors are considered as effective sensing elements and have been applied to
multiaxis force measurement for gripping and objects manipulation, texture
recognition [54], touch screen application [55], etc. A capacitive sensor for
shear sensing was proposed with a size of 4 N [9]. It showed a high repeata-
bility and approximately linear output within ±2 N; however, its dimension
(3.5 mm × 1.6 mm × 1.6 mm) was a point to be considered in practical
applications. Another capacitive tactile sensor was presented for gripping
force measurement with a sensor range of 0–3000 mN [52].

(c) Piezoelectric
Piezoelectricity designates the ability of certain materials to generate an
electrical charge in response to external mechanical stress. A piezoelectric
tactile sensor is a device that is based on the direct piezoelectric effect: it
measures changes generated due to external pressure. The generated electrical
charge density is described by Equation (2.3):

Di = dijkXjk (2.3)

where dijk is the piezoresistive coefficient of the material, Xjk is the external
applied effect, and Di is the charge density generated in the ith direction.
Piezoelectric sensing is one of the few sensing techniques that do not require
power supply; further, it also exhibits high sensitivity, reliability, and fast
dynamic response. A wide response range of 0 to 1 kHz enables it to be
a good choice for measurement of vibrations [56]. However, piezoelectric
sensors are unsuitable for measuring static force and show low spatial res-
olution and poor temperature stability [56]. One of the most widely used
piezoelectric materials to replicate the dynamic tactile mechanoreceptors in
human fingertips is the PVDF. PVDF is a semicrystalline polymer consisting
of long chain molecules with repeated units of CF-CH. Its strong piezo-
electricity is attributed to the high electronegativity of fluoride atoms when
compared with carbon atoms, which leads to a large dipole moment [57].
PVDF has many advantages, such as, mechanical flexibility, dimensional
stability, high piezoelectric coefficients, low weight, formability into very thin
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sheets (5 µm), and relatively low price. Valle and his coworkers developed
arrays of piezoelectric polymer transducers that can be used for large-area
implementation of flexible artificial skin in a frequency range of 1 Hz–1 kHz
[58]. To decrease the cross talk, affecting piezoelectric tactile sensors when
presented in array form, dome-shaped cells of sensors have been proposed by
Kim et al. [59].

Another promising piezoelectric material is zinc oxide (ZnO) nanotrans-
ducer because of its high flexibility and biocompatibility [62]. Its ability to
generate electrical power when subjected to mechanical vibration leads to
various potential applications, including wearable and self-power medical
devices [61]. ZnO is a good candidate material for pressure and tempera-
ture sensors. During the past years, piezoelectric sensors have been used in
prosthetic hands for the detection of slip [60], texture [62], and stiffness [63].

Besides the emergence of new piezoelectric materials, including
poly (vinylidenefluoride-trifluoroethylene) (P(VDF-TrFE)), barium titanate
(BaTiO3), lead zirconate-titanate (PZT), and ZnO, has brought a turnaround
for their development, replacing the conventional brittle ceramics and quartz.
Flexible P(VDF-TrFE) is a suitable piezoelectric material due to its favorable
chemical inertia, simple manufacturing, and large piezoelectric coefficient.
Recently, Hoda et al. proposed screen-printed sensing arrays based on
P(VDF-TrFE) piezoelectric polymers for prosthetic application [64]. They
proved the reliability of the used technology and designed optimized skin
patches to be mounted on the Michelangelo prosthetic hand from Ottobock
and sensorized assistive glove [65].

(d) Other transduction mechanisms
An optical fiber force sensor mainly consists of a light source, a transduction
medium, and an optical detector, which is often a photodiode. The light
generated by the light source, usually light emitting diodes (LEDs), passes
through the transduction medium which includes optical fibers and a modu-
lator, and finally reaches the detector [66]. The detector circuit converts the
light signal into an electrical one which is further processed. The intensity
or the spectrum of the modulated light changes according to the variation
of the applied force, which is the working principle of optical sensors. This
major advantage enables optical sensors to be used in minimally invasive
surgeries (MISs), where magnetic resonance imaging (MRI) procedures are
widely used to provide high-quality images of living organs [66]. Optical
sensors have a simple and compact structure, and high spatial resolution [63].
Most optical fibers are fragile and not as flexible as electric wires due to their
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relatively large size, which is another problem to be considered for dexterous
hand applications.

2.4.2 Tactile Sensing Applications: Robotic and Prosthetic
Hands

Among the numerous applications of tactile sensing systems, prosthetics and
robotics have gained high relevance due to their important role in industrial
applications and in daily life routines. Most studies focus on contact force or
pressure to prevent slip to achieve a reliable grasp. Researchers have started
employing tactile sensing technologies to provide sensory feedback to the
users in prosthetics hands and arms to provide tactile feedback to amputees
to allow them to regain lost functionality and reduce phantom limb pain.
Sensory feedback would help patients to feel the prosthetic limb as a part
of the body and relieve the stress coupled with high visual and auditory
cognitive load arising from the control of prosthetics and robotic limbs. High
performance tactile sensing is still required for ameliorating the operation
speed and effectiveness of the current technologies. This section presents the
commercial tactile sensors used in robotic hands and their limitations, shows
the design requirements for tactile sensing systems for restoration of touch in
prosthetics, and also includes a short survey of the tactile sensors in prosthetic
hands (Table 2.3).

2.4.2.1 Tactile sensors in commercial robotic hands
Tactile sensors have been used by robotic hands, such as force, position,
humidity, temperature, etc. to obtain stable grasp control, prescise object
manipulation, and safer interaction with the surronding enviroment. An
overview of sensors for robotic hands is presented in Ref. [68]. Ueda et al.
[69] developed a four fingered actuated NAIST hand to test grasping with
vison-based tactile sensors by estimating slip margin. Choi et al. present a
PVDF fingertip tactile sensor, which detects normal contact force and slip.
Wettels et al. depict three sensing modalities (i.e. force, vibration, and thermal
sensing) of the developed BioTacr biomimetic tactile sensor sensor [70].
Vibration and thermal sensations are used to discriminate between object
properties. It has been integrated into the ShadowHand by Xu et al. and
used for identification of objects through tactile data [71]. In the “Roboskin”
project, Cannata et al. developed an artifical skin and applied it onto different
robotic platforms (such as iCub and Schunk robot hand) to accomplish
efficient and safe human–robot interaction [72].
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Table 2.3 Characteristics of different tactile sensors used for e-skin fabrication
Trade-Offs

Sensing Principle Operation Basis Pros Cons
Piezoresistivity Resistance varies

with the
deformation
caused by applied
force.

Simple electronics
High sensitivity
Ease of integrating in
MEMS
Compatible with VLSI
Resistant to
interference
Low cost

Hysteresis
Temperature
Sensitivity
Fragile and rigid
Lack of reproducibility
High power
consumption

Capacitive Capacitance
varies with the
deformation
caused by applied
force.

Sensitivity of small
force change
Reliability
Large dynamic range
suitable for both
dynamic and static
force measurements
Low temperature
sensitivity
Low power
consumption

Limited spatial
resolution
Noise sensitivity
Complex electronics
Cross talk between
elements
Hysteresis

Piezoelectricity Electric charge is
produced when a
force is applied
on it.

No need for power
supply
High reliability
Fast dynamic response
High sensitivity
High accuracy

Low spatial resolution
High temperature
sensitivity
Inability to sense static
value

Optical The intensity or
the spectrum of
light varies with
the applied force

Immune to
electromagnetic fields
High spatial resolution
Wide sensing range
Good reliability

Fragile and rigid
Large size
Inability to
transparency and
highly reflective
surface

Emphasis toward developing robotic hands that provide sensor feedback
to the human operator motivated the development of wide variety of com-
mercial sensor systems, e.g. BioTacr [70], DigiTacts [73], TekscanTM [74],
Weiss [75], and Peratech [76]. Even though they are advanced technologies,
they still show several limitations that restrict their applicability in systems
that require flexible, compact, robust, and power efficient, e.g. prosthetics. In
this regard, the following are the limitations: high power consumption (Weiss
250 mW), narrow applicability and high cost (e.g. BioTacr only available for
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fingertips, low resolution (DigiTacts, 22 taxels employed on Allegro robotic
hand), low frame rate (Weiss 400 f/s, TekscanTM 200 f/s, DigiTacts 100 f/s),
difficult system integration (TekscanTM complex wiring), and large sensor
array size and/or thickness (Peratech: large size, e.g. 15 × 36 cm2, Weiss:
large thickness, i.e. 2 cm for fingertips).

2.4.2.2 Tactile sensory systems in prosthetics hands
Emulating the biological sense of touch for hand prostheses mainly depends
on the development of the following: (a) an articulated tactile sensing system
that includes tactile sensors and/or sensors that measure pain, temperature,
and proprioception [3, 77], (b) an adaptive sensory signal encoding algorithm,
and (c) signal transmission and transduction methods to convey the sensory
information to the nervous system. Prosthetic hands, if at all sensorized,
typically possess two kinds of sensors: position sensors to provide the
hand with proprioceptive information and force/tactile sensors for estimating
mechanical interactions with the environment. Still, the measured character-
istics cannot be limited to force or position only; ideally, they should also
include stiffness, texture, shape, etc. Osborn et al. [38] have used them in
the development of a closed loop upper limb prosthetic system that measures
contact force to detect object slippage and reduce grip strength to prevent
breaking of the objects. Other tactile sensors use piezoelectricity, and they are
usually employed to measure dynamic forces/pressures. One of the examples
is the modular prosthetic limb developed by researchers from Johns Hopkins
University, and this anthropomorphic prosthetic hand based on 100 sensors
could provide high resolution tactile- and position-sensing capabilities [77].
Southampton hand used two different types of sensors on the fingertips to
restore tactile information: piezoelectric sensors based on PZT for slippage
detection and FSR sensors for measuring force [32]. For applications that
require high sensitivity and resolution, capacitive sensors are considered
the best candidates, as they can be used for both static and dynamic force
measurements. A capacitive based tactile sensor has been utilized for mea-
suring the gripping force in the range of 0–3000 mN, and it has been
tested on the prosthetic hand. Finally, looking on the commercial prosthetics
hands, only the Sensor Hand from Otto Bock is provided with a slippage
detecting system (i.e. SUVA sensor system), while recent models such as
i-Limb, the Bebionic, are not yet provided with force or tactile feedback
[8, 11, 32].

Today’s tactile sensing systems encounter many challenges that limit their
integration in prosthetic systems, such as designs issues, spatial distribution,
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low signal-to-noise ratio (SNR), cross talk, wireless communication, and
the lack of signal processing and machine learning methods to encode the
acquired data from tactile sensors [40, 41].

2.5 Requirements and Challenges

Although various types of wearable e-skins have achieved flexibility, elas-
ticity, sensitivity, and wide range by adopting novel materials, fabrication
techniques, and sensing mechanisms, there are still challenges to overcome,
to develop the e-skin that is on par with the human skin at performance and
practical application. For instance, such limitations include the integration of
large number of sensing elements in limited space especially at fingertips
and sensor-addressing problems (i.e. how to read data from each discrete
sensor). E-skins for intelligent robots and prostheses should possess the
ability to perceive and differentiate multidirectional forces such as normal,
tensile, shear, and bending forces without cross talk. Furthermore, multiple
important factors are still needed to be addressed such as signal processing,
power supply, integration, and biocompatibility especially for biomedical
applications.

Sensors for prosthetic hands transduce various modalities of tactile stim-
uli aiming at recreating naturalistic perception. It is expected that artificial
tactile sensors demonstrate small spatial resolution (≤1 mm for fingertips, 5
mm for hand and palm, 20–30 mm, e.g. limbs, torso, etc.), high sensitivity
varying from 0.01 to 10 N, which extend along the tactile frequency range
(<1 Hz–1 kHz), low hysteresis, fast and linear response (<1 ms), wide
dynamic range, and high reliability. Furthermore, it needs to exhibit high
electromechanical bandwidth to detect fast events (e.g. incipient slip), large
force/pressure (e.g. 1–1000 g) for daily activities, adequate size and pitch
(e.g. 1 cm/1.5–2 mm for fingertips), and customizable shape of the e-skin
patches and sensor number. Additionally, low cost, low power consumption,
and scalability are the major factors for the prosthetic application. The main
design requirements of tactile sensing system in prosthetics are summarized
in Table 2.4.

Herein, this section summarizes the e-skin requirements:

• Linear sensitivity over large pressure range would guarantee an accurate
tactile sensor output information without complex signal processing;
however, it would lower power consumption and pave the way for
miniaturization.
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Table 2.4 Design requirements for tactile sensing system in prosthetics
Design Benchmarks Specifications
Dynamic force range 0.01 N–10 N

Spatial resolution ≤1 mm for small-sensing areas (e.g.
fingertips)

Taxel for a sening element/pitch for
sensing arrays pitch

≥5mm ÷ 20–30 mm for large-sensing
arrays (e.g. limbs, torso, etc.)

Sensor frequency bandwidth <1 Hz–1 kHz

Sensor response time About 1 kHz (1 ms)

Sensing detection ability Normal and shear forces; vibrations

Mechanical attributes Flexible, stretchable, conformable and soft,
robust and durable

Electrical attributes Low power, minimal wiring and cross talk,
electrically and magnetically minimal
sensitivity

Sensor response Monotonic, fast and linear, stable and
repeatable, low hysteresis

Temporal variation Both dynamic and static

• A self-powered system could generate or collect electrical power from
various sources such as body motion or environmental sources, to obtain
a standalone device.

• Flexibility, conformability, and stretchability for large-area sensing for
robotics or prostheses.

• Biocompatibility and biodegradability of materials will reduce immune
reaction in biomedical applications.

2.6 Conclusion and Perspectives

Given the importance of tactile sensing in the exploration of the environment
and the daily life interactions, researchers are still striving to understand
the sense of touch and aim to develop smart tactile sensing systems that
could mimic its characteristics and functions. E-skin is an artificial skin
that aims to replicate the human skin. It could be fabricated using several
transduction techniques, materials and structural designs, depending on the
target application. E-skin should be flexible and stretchable; additionally,
it must have multifunctional sensing capabilities and cover large areas at



References 35

low cost. E-skin has been included in numerous applications especially in
robotics; however, its implementation into prosthetics is still in its infancy
due to the technical difficulties and complicated nature of the human tactile
sensation. High potential relies on the fabrication and the development of
flexible, stretchable, and robust large-area multifunctional intelligent e-skins
that respond to external physical stimuli and provide better temporal and
spatial resolutions.

Combining the e-skin with the next generation technologies such as
Internet of things (IOT), artificial intelligence (AI), and virtual reality (VR)
could pave the way for innovative future applications.

The construction of wireless communication devices assists the remote
monitoring/control and data collection from multiple sensors, which would
enable real-time and personalized applications. The perception of various sig-
nals and environments based on deep learning and machine learning through
pattern recognition and modeling will be an essential factor for artificial
intelligent robots and advanced wearables. Displaying tactile information by
visualization techniques may enhance haptic interfaces and VR applications.
Conclusively, combining these elements (i.e. signal transmission, percep-
tion, and tactile sensing information display) with the e-skins will provide
technological innovation.
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[96] Taube Navaraj, W., Garcı́a Núñez, C., Shakthivel, D., Vinciguerra,
V., Labeau, F., Gregory, D.H. and Dahiya, R., 2017. Nanowire FET



References 45

based neural element for robotic tactile sensing skin. Frontiers in
Neuroscience, 11, pp. 501. DOI: 10.3389/fnins.2017.00501

[97] Byun, J., Lee, Y., Yoon, J., Lee, B., Oh, E., Chung, S., Lee, T., Cho,
K.J., Kim, J. and Hong, Y., 2018. Electronic skins for soft, compact,
reversible assembly of wirelessly activated fully soft robots. Science
Robotics, 3(18), p. eaas9020. DOI: 10.1126/scirobotics.aas9020

[98] Lopes, P.A., Paisana, H., De Almeida, A.T., Majidi, C. and Tavakoli,
M., 2018. Hydroprinted electronics: Ultrathin stretchable Ag–In–
Ga E-skin for bioelectronics and human–machine interaction. ACS
applied materials & interfaces, 10(45), pp. 38760–38768.

[99] Sun, X., Sun, J., Li, T. et al., 2019. Flexible tactile electronic skin sen-
sor with 3D force detection based on porous CNTs/PDMS nanocom-
posites. Nano-Micro Letters 11, 57. DOI: 10.1007/s40820–019-0288-7

[100] Zolfagharian, A., Kaynak, A. and Kouzani, A., 2020. Closed-loop
4D-printed soft robots. Materials & Design, 188, p. 108411. DOI:
10.1016/j.matdes.2019.108411

[101] Cheng, J., Sundholm, M., Zhou, B., Hirsch, M. and Lukowicz, P.,
2016. Smart-surface: Large scale textile pressure sensors arrays for
activity recognition. Pervasive and Mobile Computing, 30, pp. 97–112.
DOI: 10.1016/j.pmcj.2016.01.007





3
Tactile Sensors for Smart Human–Object
Interactions: Devices and Technologies

Andrea Adami∗ and Leandro Lorenzelli

Fondazione Bruno Kessler, Center for Materials and Microsystems,
Via Sommarive, Trento, Italy
E-mail: andadami@fbk.eu
∗Corresponding Author

In the last years, the progresses in microfabrication and printing technologies,
in artificial intelligence, and also in basic studies on human tactile perception
have opened up new opportunities in the field of tactile sensing, starting
from the improvements in dexterous and smart manipulation in robots and
moving toward human–object interactions. New perspectives emerged in the
monitoring of interactions in several fields including surgery, prosthetics,
robot-assisted operations, and smart interaction for augmented reality. In this
chapter we briefly introduce the opportunities in this field to discuss the major
requirements and challenges for tactile sensors. Then, the major achievements
in the field of tactile sensor devices and technology are discussed, including
the implementation of the most used tactile sensors’ classes and the novel
concepts to provide additional features and a full tactile feedback from a
sensor, with the final goal of mimicking the surprising capabilities of human
skin to sense the surrounding environment.

3.1 Introduction

The research on tactile sensing started from more traditional force and torque
sensors in robotics to provide a feedback to robot operations; then, improved
tactile sensing emerged as a need to overcome the limitations of initial
approaches and moving toward dexterous manipulation in industrial robots.

47



48 Tactile Sensors for Smart Human–Object Interactions

The goal was to move from fixed coding of robot operation to more flexible,
smart, adaptive, and fault-tolerant manipulation of objects during the process
[1], and safe human–robot interactions [2].

Building on these results, more applications have become possible in
different fields. In smart human–object interactions, an almost obvious appli-
cation was to use robots as an intermediate tool between humans and the
operative environment, for instance for intervention in critical or dangerous
area [3], or in robot-assisted medicine [4]. In such fields, tactile sensing is
the front block of a haptic chain that is able to provide the necessary input
to drive the decision and the actions of the operator. Further, this concept
can be linked to augmented reality fields, where a tactile system is able
to provide additional inputs and capabilities to the operator by multimodal
integration [5]. Simulation and training of surgery operations is also a field of
application where sensors can be used in a haptic system [6].

In the medical field, miniaturized tactile sensors are often required in
force and compliance measurement tasks of the tissue for minimally inva-
sive surgery operations including laparoscopy, thoracoscopy, arthroscopy,
ophthalmic microsurgery endoscopy [7, 8]. Moreover, the use of prosthetic
limbs equipped with large area of tactile sensors at the socket can be used to
select the best configuration, to personalize the prothesis or to evaluate the
performance and improve the comfort of the patient [9].

A more challenging progress is to develop a robotic prothesis that is able
to provide a feedback to manipulation to improve dexterous interactions. This
field needs to cope up with challenges beyond tactile sensing itself, especially
in the haptic feedback or in the efficiency and stability of the interface to the
neural system to be really effective; after the first proof of concepts the work
is progressing with encouraging results toward this frontier of tactile sensing
applications [10, 11].

By changing the paradigm, it is also possible to consider the tactile
interaction from the object side, i.e. providing tactile sensing to the object.
For instance, smart human–machine approaches can be used to monitor
and correct gait and posture in advanced sport training and rehabilitation.
This is typically achieved not only by the use of accelerometers but also
smart devices that are able to map the pressure distribution in the time
domain and provide a useful and measurable feedback on the rehabilita-
tion results or a diagnostic tool for technical training for advanced athletes
[12, 13].

In the Internet-of-Things (IOT) field, smart objects that are able to sense
the interaction between objects and persons can be used to provide additional
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services or features and adapt their function to the context [14]. Recently,
the IoT concept is evolving toward the “tactile internet” concept, where the
improvement of communication systems is concerned with low roundtrip
latency in conjunction with ultrahigh reliability so as to provide a haptic
feedback to the operator of robotic systems equipped with tactile sensing.
The goal is to enable remote presence around the globe by the use of smart
haptic systems and robots, for instance in the field of assistance for the elderly
or telemedicine and for the operation and maintenance of equipment in the
industry, especially in critical and dangerous settings [15].

Despite vision systems being more widely exploited in many applications
and artificial intelligence applied to image processing could solve many
challenges, tactile sensing has many clear benefits and good complementarity
to smart cameras, because it can provide more information on the three-
dimensional (3D) shape of objects without visual occlusion or lighting issues,
and the physical properties of objects are often difficult to be visually evalu-
ated in unknown environments or in untrained settings. On the negative side,
tactile acquisition is typically slower than visual because of limited number
of sensors and the need to explore sequentially different positions on the
object [16].

Therefore, tactile sensing can play a role in many fields of application in
stand-alone systems or in combination with visual systems to enable smart
interactions. In human–object interactions, tactile sensors can provide much
more information than traditional force or torque sensors placed at structure
joints, and they can be used with different objectives and with different
modalities according to the type of desired interaction, for example, exploring
the geometry of an object or an environment, or probing the properties of an
object such as temperature, stiffness, roughness, surface properties in general,
weight, etc. [1, 16]. Dynamic interaction with objects requires controlling
the grasping methodology of the object to avoid slipping or crushing the
object and the dynamic forces during the manipulation to drive the action.
A different field of application is related to low resolution, large-area sensing
to provide collision detection for instance of a robotic arm in an uncontrolled
environment. In this case, proximity sensors also can be used without the
need for a precise analysis of the contact. On the opposite end of resolution
scale, it is possible to consider fingerprint sensors [17] as a niche application
of contact mapping, where the resolution needs to be between 50 and 100 µm
and pressure is very light (typically 5–100 kPa).

All of these applications may benefit from tactile sensing, if the sensor
is designed with the requirements in mind. For this purpose, the selection of
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the sensing principle, of the technology and design is crucial for successful
implementation.

The sensor features need to be adapted to the task requirements. In some
cases, single-point sensing or a relatively simple pressure or force mapping
approach may be enough to evaluate the contact position and force distribu-
tion of the interaction, for instance in the geometrical exploration of objects.
Monitoring the dynamic evolution of the contact provides additional insight
on object vibration, stability of the grasp, penetration of the gripper into the
object, to give a few examples. High resolution mapping may be used to
evaluate the roughness and texture of the surface, although the computational
effort and hardware required for such large data acquisition and processing
are not very cost effective in a broad sense.

Extending the sensing capability beyond perpendicular forces, i.e. from
pressure sensing to triaxial force detection at the interaction surface gives
more information about the in-plane components of forces for the evaluation
of grip, exploration of surface friction coefficient, or the detection of slip of
the object.

Since the contact depends on the properties of both the bodies involved,
sensing can also include the mapping of stress or deformation in the sensor
structure itself. This concept can be used in a bioinspired concept to mimic the
skin-sensing capabilities, where the state of stress at each point is monitored
by different receptors and used to infer object properties locally; for instance,
mapping the local skin stretch can provide an evaluation of the presence of a
texture below the spatial resolution of the sensor or a more precise detection
of edges [18]; it can also provide information on nonuniformity of stiffness,
which for instance is a very important topic in exploration of tissues for
medical applications. In this approach, it is possible to evaluate the presence
of surface features using lower computational power than required using a
high-resolution pressure mapping approach.

The frequency domain response is also very important to detect important
information of objects or of the interaction, in addition to the detection of
the vibration of the object itself. For instance, the time domain or frequency
response can provide information about an impact of the object with the
environment. This is a quite peculiar trait of the human species in general,
which enables complex interactions with the environment mediated by tools,
for instance using tapping exploration to infer the hardness and position
of a surface [19] and dexterous use of tools in general. Frequency domain
signatures can be also used to detect slipping or texture properties of the
surface during surface exploration [20].
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Multimodal sensing can also include other parameters such as tempera-
ture, electrical and thermal conductivity, and other parameters specific of the
application, which can be used in combination with smart data processing to
interpret the environment and manage the interactions.

Of course, the collection, management, and processing of data has huge
importance in sensitive and efficient tactile multimodal sensing to provide
interpretation of data and extraction of the information. This topic is beyond
the scope of this chapter, whose focus is to define the selection of sensing
principles and technologies more adapted for the required task.

For this purpose, Section 3.2 introduces tactile sensing technolo-
gies and devices, comparing different sensing mechanisms, materials, and
technologies.

3.2 Technologies and Devices

3.2.1 Fabrication Technologies

In the selection of the best technology for a specific application, the first
choice is to define the sensing approach among the options available, i.e.
pressure mapping, triaxial contact force sensing or mapping, advanced sensor
deformation mapping, and frequency/multimodal feature extraction in the
time or frequency domain.

As usual in technology selection, figures of merit and characteristics are
defined to select and drive the development of the technology, beyond the
obvious general sensor specifications such as spatial resolution, sensitivity,
resolution, range, linearity, hysteresis, and stability. The frequency domain
feature extraction and dynamic features or high-speed scanning of large
arrays may require a sufficient bandwidth of the sensor and acquisition
system, and may dictate the choice of sensor concept and materials, since for
instance soft substrates or covers act as mechanical filters and may exclude
important information in the high-frequency range.

The technology needs to be selected also with manufacturability and
integration in mind. In this regard, the selection of materials for the substrate,
the functional components of the sensors, and the auxiliary components such
as wires, protective coating needs to be evaluated carefully.

The substrate selection is of course related to the choice if the sensor
will be rigid or needs to be flexible or stretchable. In the first case, more
traditional substrates from microelectronics can be used, for instance silicon
or other ceramic piezoelectric substrates like quartz and like lithium niobate
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(LiNbO3), to provide devices with high-quality standards of micro- and
nanofabrication. Semiconductor properties such as high stress sensitivity,
embedded electronic circuits for transduction and amplification, optical con-
version in direct SC as III-V, low parasitic effects, low power and high speed
can be achieved in standard microfabrication. Stability, reproducibility, and
the integration of well-known coatings and materials with stable properties
are also advantages of these techniques. The usual drawbacks of these materi-
als are the high stiffness, the brittleness, and the cost, especially for large-area
devices.

The complete overview of microfabrication technologies is of course
beyond the scope of this chapter and the reader is referred to the many
excellent specific books available on the topic, e.g. [21]. In general, the
microfabrication technologies are based on layered structures of semicon-
ductor, dielectrics, and metals deposited on wafers with diameter ranging
from 25 to 450 mm, where the structures are defined by photolithography
and etching processes and in some special case by direct writing, especially
for nanometric features in the active area of the sensor. Microelectronics are
implemented by the addition of tight control of semiconductor doping by
ion implantation, while mechanical structures typical of MEMS devices are
based on etching either of the substrate or of structural layers on the wafer.
With this approach it is possible to integrate mechanical structures at micron
and nanometer scales with sensing units, integrated readout, multiplexing and
processing electronics, and functional materials exploiting the technology
and equipment originally developed for microelectronics. As an example, in
Ref. [22] the integration of piezoelectric layers on top of a silicon transistor
(i.e. polymer-oxide-semiconductor FET or “POSFET” structure) can be used
to transduce the charge generated by a piezoelectric layer to a more robust
signal, and signal conditioning and addressing circuitry can be integrated on
chip to provide a more efficient reading.

MEMS technologies are the baseline for what concerns the high reso-
lution, high performance integrated sensors and still have an edge in some
applications, but tactile sensing is often related to surfaces of several square
centimeters, which is a challenge for the traditional microelectronics and
MEMS technologies because of the limited size of the processing area and
of the typical high cost per unit area. The cost is a result of the complex
equipment and related running cost, and by the high-quality substrate itself.
Recently, the production of large area, relatively low resolution (with respect
to electronics standards), eventually flexible tactile sensor has progressively
moved from lithography-based processes to printing for both active materials
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and mechanical structures, following the trend of printed electronics, which
drove the technological development also in the field of tactile sensors.
Integrating a sensor in a “smart hand” or curved object geometry may benefit
from a conformable, bendable, or stretchable device that is able to adapt to
the surface or from direct sensor printing on the mechanical part, with clear
advantage with respect to a more traditional mechanical assembly procedure
to embed it in the system. In this perspective, printing and 3D printing
may come in handful to provide an advanced integration of sensor into the
system, which may be impossible with other methods. Wiring itself can be an
issue, especially when low or no computational capability is available on the
sensing site. Large area, possibly high-resolution sensors also require to have
a strict control on power consumption of the tactile pixel (or “taxel”).

The availability of large-format printing techniques including inkjet,
screen printing, and in general roll-to-roll facilities moved the focus from the
high spatial resolution typical of electronics to material-based approaches,
where the functionality rely more on advanced material properties and rela-
tively simple structures. Materials moved from traditional chemical and phys-
ical vapor deposition on wafer substrates, which, however, can still be used in
large formats, toward solution-based processes on flexible substrates to pro-
vide functionality to devices with low cost and highly scalable processes. The
advantages of printing are also in the flexibility of design and customization
provided by on-demand digital processes such as printing. Of course, flexible
sensors are inherently more robust, besides the possibility to adapt to a curved
object, due to the absence of brittle materials in the structure. The novel, flex-
ible electronic technologies enable the implementation of sensor and devices
by the use of polymeric substrates and functional materials [23], including
organic semiconductors [24], semiconducting oxides such as indium–gallium
oxide (IGO) and indium–gallium–zinc oxide (IGZO) [25, 26], graphene and
piezoelectric polymers such as poly-vinylidene difluoride, and its copoly-
mers (e.g. the mostly used copolymer with tri-fluoroethylene, PVDF-TrFE).
Flexible electronics are typically slower because of lower carrier mobility
in flexible semiconductors, especially organic ones, although there was a
good progress in performances in the last years. Low stiffness can result
in mechanical filtering of high-frequency components. Another limit is
the need for low-temperature processing compatible with the substrates,
which is a limit to the material processing options and the stability in
operative conditions. Among the mostly used substrates, polyimides can
reach 400◦C while other polymers (e.g. PET, PVC) have lower thermal
resistance.
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In any implementation of a tactile sensor, the sensor robustness to
mechanical contact, temperature, and environment in general is a strict
requirement since the sensor by definition needs to come in contact with
bodies and potentially harsh conditions, and the options for increasing the
protection may be limited. For instance, coating thickness and stiffness is
strictly related to the stress mapping resolution and sensitivity that can be
achieved by the sensor; therefore, the chemical and mechanical resistance
of the sensor is one term of the trade-off of performance vs. robustness and
needs to be carefully evaluated in the specific case.

3.2.2 Tactile Sensor Devices

3.2.2.1 Piezoresistive and resistive MEMS
Pressure or strain sensitivity is intrinsic to several structures, including metal-
lic wires, silicon, and nanostructured materials, and can be used to fabricate
tactile sensors. To compare the performance of different materials, it is
convenient to use the gauge factor (GF), which is defined as

GF = (∆R/R)/ε (3.1)

The change in resistance is the result of the geometrical deformation of
the resistor and the variation of the resistivity of the material. The relative
variation of resistance induced by a strain ε could be calculated as

∆R/R = (1 + 2ν)ε+ ∆ρ/ρ (3.2)

where ν is the Poisson’s ratio and ∆ρ/ρ is the relative variation in the
resistivity. The geometric effects depend only on the Poisson’s ratio and
provide a typical GF between 1.6 and 1.9. The variation of the resistivity
instead is material dependent and the overall GF usually is in the order of 2–5
for most metallic strain gauges. Typical temperature coefficient, TCR, is in
the order of 1000–4000 ppm/K for metals, with the exceptions of low TCR
alloys such as constantan. Different gauge grades are provided to match the
thermal expansion of the substrate with the thermal change of resistance of
the resistor, by selecting changes in alloy composition and treatment.

The GF in a single crystal silicon strain gauges reaches values up to 100,
due to the predominant piezoresistive change of material resistivity, which
depends on the crystal structure of the material, the direction of the strain,
and on the doping concentration [27, 28]. In particular, p-type silicon has
good response to strain in [110] direction and n-type in [100] direction, while
for both the sensitivity in direction rotated by 45 degrees is negligible; further,
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Table 3.1 Silicon properties for low doping
Materials n-Si (10−11 Pa−1) p-Si (10−11 Pa−1)
π11 −102.2 6.6

π12 53.4 −1.1

π44 −13.6 138.1

shear stress can provide high response, depending on the doping and the
orientation. The response of a piezoresistor to an arbitrary stress state and
orientation of the sensing element needs to be calculated from the piezoresis-
tive coefficients represented in a tensor notation. The change of resistivity for
a current along direction (ω) and stress along direction (λ) [27] is:

∆ρω
ρ

=

6∑
λ=1

πωλσλ (3.3)

The properties also depend on doping level, where the higher sensitivity
to stress and temperature is achieved at low doping (e.g. 1015 at/cm3).

It is possible to find an optimal doping to increase the stress to tem-
perature sensitivity, which is typically around 1019 at/cm3. The response is
completely linear up to 0.3% and it has been successfully measured for strain
up to 1%, although the brittle nature of silicon and the eventual presence
of defects can result in failures if the device is not properly designed and
handled.

By reducing the thickness of the silicon substrate, it is possible to reduce
the overall stiffness of the substrate to be compatible with an arbitrary radius
of curvature [29]. While the bending stiffness scales with the third power
of the thickness, the stress at chip surface scales with the thickness at a
given curvature. Nevertheless, it is worth mentioning that the thin silicon
is still brittle by nature, i.e. subject to catastrophic failure if the material
strength or the fracture toughness is reached, especially for point- loads or
contacts with sharp and hard objects. Another limitation is that the thin silicon
is bendable but not stretchable or conformable. Therefore, the thin silicon
concept is particularly useful to integrate in flexible structures the advantages
of single crystal silicon, especially the carrier mobility to provide high speed
and miniaturized electronics, with reduced impact to system flexibility and
thickness. This is therefore especially useful for addressing taxels in large
sensor arrays and data processing on site. It can be also used for signal
transduction, but the trend is to use flexible materials directly, even if they
cannot provide the carrier mobility of silicon.
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In polysilicon, the random orientation of the crystals and the presence
of grain boundaries reduce the GF to values in the order of 20–40 in all
directions. However, the performances are better than metallic strain gauges
and the cost of production lower with respect to standard crystalline silicon.
In addition, in the case of amorphous and microcrystalline silicon the layer
can be also deposited at low temperature on flexible substrates with gauge
factors in the order of 20–30 [30–32].

A GF higher than the geometrical GF can be also achieved by conductive
nanoparticles or nanotube dispersed in a polymeric matrix. The properties
of these materials are described by a percolation law, where the percolation
threshold is used to describe the critical concentration above which the
material becomes conductive. The particles form conductive paths in the
material, whose resistivity is the statistical average of particle conductivity
and tunneling resistance across the gap between particles. When the material
is deformed, the gaps experiment an exponential change of resistance as
a function of the width variation, as it is expected from tunneling. This
behavior is confirmed by the fact that piezoresistivity is usually higher for
lower particle concentrations, where resistivity is dominated by the contact
between particles or wires. Gauge factors of 20 can be achieved in best cases,
while the high concentration sensitivity is similar to gauges made of metals
or conductive materials in general. In these materials the production process
parameters including stirring, priming and polymerization are critical to the
achievement of target resistivity and properties in general [33, 34]. The use
of these materials is especially useful for printed, flexible devices, where
the polymeric matrix (e.g. PDMS) is fully compatible with the substrate
properties.

Other nanostructured materials can provide gauge factors beyond the
plain geometrical response by exploiting tunneling conduction at grain
boundary similar to the case of filled polymers. One class of such materials
with piezoresistive properties is the cermets, which are composite materials
formed by a metallic phase and a ceramic phase, for example Au or Pt in
SiO2. If the metallic phase is formed by particles dispersed in the ceramic
matrix, the GF can reach values around 20. In the opposite case the material
is a conductor with resistivity modulated by the phase proportion [35, 36].

There are different strategies to build a tactile sensor with stress-sensitive
resistors. The direct sensing of pressure on the resistor surface, i.e. perpen-
dicular to the current flow is typically lower than longitudinal sensing, but it
is still possible with silicon due to the higher coefficient and 3D distribution
of the response with respect to crystal planes, while for metallic strain gauges
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the response is too low. In general, the performances of direct pressure
sensing are not very good and usually a 3D structure is used to increase
the sensitivity, by converting the forces at the surface into high longitudinal
strain of the sensing element, for instance by the use of cantilevers, beams,
or membranes with the sensing elements placed in the high-stress region,
typically at the anchoring points. The structures can be macroscopic for
low-resolution sensors or MEMS for high resolution, integrated sensors [37].

More complex arrangements can provide other features such as triaxial
sensing capability by the use of an off-plane structure converting a tangential
force into a moment and a differential response on the elements reacting to
the structure tilt. This configuration can use suspended beams or membranes
to support the central unit receiving the contact force [38].

A similar approach can be implemented using an array of polymeric
domes or bumps; however, the reaction of the structure to a tangential force
results in a pressure distribution between the domes and the actual sensor
surface. In this case, four corner elements and eventually an additional
central sensitive element (e.g. membrane-based pressure sensors) can be
used to process the triaxial force information. In such cases the resolution
is lower because of the multielement taxel configuration but microfabricated
sensors are still compatible with standard requirements (typically 1 mm in
high-resolution applications) [39].

3.2.2.2 Capacitive
Capacitive sensors are one of the simplest configurations of pressure sensor,
and are typically implemented by the use of two electrodes and a compress-
ible dielectric layer or a membrane and an air gap. The sensitivity of these
sensors is defined as S = 1/C dC/dt and is proportional to−1/t where C is the
capacitance and t is the electrode spacing. Since the change of thickness is
dt = εt, the response is defined by the strain ε of the capacitor under the
load. It is possible to demonstrate that if t << L with L the size of the
taxel, the lateral deformation is limited by the structure and the Poisson ratio
can change substantially the apparent stiffness of the material, especially for
Poisson approaching 0.5 as in the case of elastomers. In this case, the overall
sensitivity is (P is pressure, E is Young’s modulus, and ν is Poisson’s ratio)

∆C

C
=
P

E

(
1− 2ν2

1− υ

)
(3.4)

For this reason, a low E material is needed to achieve a good sensitivity,
e.g. an elastomer such as silicone rubber like PDMS, in which E can range
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Figure 3.1 MEMS triaxial force sensor, adapted from Refs. [9, 39]. (a) A sensor concept
and (b) Packaging of the silicon sensor prototype.

from 0.6 to 3.6 MPa. However, elastomeric foam or an array of grooves or
bumps can be used to further reduce the apparent E and to avoid the negative
effect of lateral confinement [37].

The proof of fabrication principle of these sensors is typically confirmed
by casting or molding of polydimethylsiloxane (PDMS), but for large area
and mass production printing and roll-to-roll techniques may be used. Typ-
ically, it involves the deposition of metal contact by PVD (e.g. evaporation
or sputtering) or printing (e.g. screen or inkjet printing) and lamination of
the different layers, which may be eventually patterned [41]. The cost of this
technology can be extremely low, but the drawbacks are the resistance of the
structure, especially the integrity of metallic wires on top of a soft layer, the
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Figure 3.2 Patterned PDMS dielectric for high sensitivity capacitive sensors. Reproduced
from Ref. [40]. (a) Exploded view of the capacitive tactile sensing array. (b) Cross-sectional
view of one sensing unit, and (c) Schematic view of different geometries of the microstructures
on the polydimethylsiloxane (PDMS) layer, including pyramids with spaces of 50 µm (type
I) and 150 µm (type II), and V-shape grooves with spaces of 50 µm (type III) and 150 µm
(type IV).

nonlinear mechanical properties of rubbers or patterned layers, the hysteresis
and speed of mechanical response of polymers, foams, and patterned rubbers.
Contacts can be also provided by stretchable interconnections such as con-
ductive polymers and nanowire composites to increase the sensor reliability
[41, 42]. In addition to flexibility, the advantage of these techniques is the
possibility to work on large area sensor arrays and the easier customization
of the device for specific shapes of the area to be equipped with sensors.

Another approach is the use of a membrane carrying one electrode and a
second electrode across an air gap. In this case the sensitivity can be adjusted
with the membrane size and thickness, as well as the electrode spacing, but
the structure becomes more complex to fabricate. The design needs to use
the plate theory for analytical calculation or an FEM model. For instance, the
deflection w for a circular plate with clamped edges [43] is

w (r) = − P

64 D

(
a2 − r2

)2
(3.5)

D =
E t3

12 (1− ν2)
(3.6)

where t is the membrane thickness, P is the pressure, a is the membrane
radius, r is the radial position, and D is the flexural stiffness of the mem-
brane. The sensor can be designed to optimize response, pressure range, and
maximum load to failure.

The implementation of membranes by bulk or surface micromachining
can be easily achieved by anisotropic wet etching or deep- Reactive Ion
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Etching (RIE) in the silicon wafer thickness. Alternatively, the membrane
can be implemented with a deposited thin film stack and the sensor gap
can be provided by the etching of a sacrificial layer beneath the membrane
structure. The electrodes can be provided by doping the silicon itself or
by deposition of a metal layer; wafer to wafer bonding techniques can be
useful to provide metallic electrodes on both sides of the gap. The fabrication
of suspended plates with silicon-on-insulator wafers provides the advantages
of single crystal silicon with the most accurate thickness control, but the cost
of substrate is typically one order of magnitude higher [44].

Capacitive membranes can be also implemented by lamination, pat-
terning, and etching of polymers to provide the mechanical structure, and
using deposited metal layers as an etch stop and for the sensing units [45].
This process can also integrate a multimodal sensor including piezoresistive
elements.

3.2.2.3 Piezoelectric
Piezoelectric devices are widely used for tactile sensing. Piezoelectric mate-
rials are materials where the deformation and the polarization of the material
and Hooke’s law are linked by the following Equations [46]:

Di = dijTjk + εTijEj (3.7)

Sij = sEijklTkl + dkijEk (3.8)

where D is the electric displacement, dij are the piezoelectric coefficients
in the strain-charge form, T is the stress, S is the strain, sE is the mechanical
compliance, ε is the permittivity, and E is the electric field. It is possible to use
alternative combinations of the physical quantities involved; for example, the
e coefficients are used to relate stress to the applied electric field. Depending
on the crystal symmetry planes, only few coefficients are relevant; typically,
for the commonly used materials with the exception of quartz, the coefficients
d31, d33, and d15 are the most important. When it is used as an actuator,
a vertical polarization is used to generate a strain in the vertical direction
in the 33 mode or in the horizontal direction in the 31 mode. For sensing
applications, the vertical or planar deformation of the material can result in
a vertical polarization of the piezoelectric element coupled to a mechanical
structure as described for piezoresistive sensors.

The most common materials for these sensors are ceramic high perfor-
mances materials like PZT or lithium niobate, or polymeric, where PZT-TrFE
copolymer blends represent the vast majority of literature cases due to its
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Table 3.2 Examples of piezoelectric properties for comparison
Materials d31, pC/N d33, pC/N εrel E, GPa T curie, ◦C
PZT-5H −274 593 2000 64 350

Lithium niobate −3 9.3 85 200 1000

PMN-PT −600 1600 1500 120 150

AlN −3 5 9 350 2000

AlScN (40% Sc) −13 30 16 230 2000

PVDF-TRFE 15 −20 10 2 100

easier polarizability with respect to unblended PVDF and its relatively high
piezoelectric coefficients. AlN and its composites with scandium (AlScN) are
gaining much interest due to their relatively good performances for integrated
sensing applications, especially with the addition of scandium up to 40%,
and their compatibility with complementary metal–oxide–semiconductor
(CMOS) processes [46, 47]. At Curie’s temperature the piezoelectric effect
disappears, but the maximum operative temperature is usually lower. The
material properties heavily depend on composition and processing especially
for polycrystalline thin films, therefore it is possible to find very different
values in the literature. Here, for comparison only, we report a table with
typical properties of most used materials (Table 3.2).

Ceramic materials are usually processed at very high temperatures, typ-
ically above 600◦C for sputtering, or even higher if the layer needs to be
sintered after deposition as in the case of printed layers, where the sintering
temperature can be commonly above 900◦C [46]. Polarization process by
high electric field or corona poling are needed to orient the piezoelectric
domains and provide polycrystalline materials with the required properties.

The advantage of piezoelectric tactile sensor is the possibility to have
a direct self-powered charge generation in response to an applied stress,
with a relatively simple capacitor structure, which can be easily read with
an electronic circuit. The response of piezoelectric tactile sensors is partic-
ularly sensible to force variations, since the charge is generated during the
force application; however, in static conditions the charge on the capacitor
can be dissipated by parasitic losses, especially with PVDF-TrFE. For this
reason, the piezoelectric devices are typically used in frequency bandwidth
above 1 Hz [48] and are not suitable for static force detection. Frequency-
based approaches such as vibration, slip and impact detection, and texture
recognition are very much suited for piezoelectric sensors. Ceramics may
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allow a wider bandwidth at both ends of the range because of lower parasitic
conduction and higher mechanical stiffness.

A different approach is to use the piezoelectric actuator to probe the
surface by dynamic methods. The approach was originally developed for
macroscopic probes, typically cantilevers, in medical applications such as
tissue stiffness probing, which is related to the identification of tumors from
normal tissue [49] or to evaluate the myocardial functionality [50]. The
concept is based on the change of mechanical behavior of an actuator when it
is in contact with surfaces with different mechanical properties, which can be
modeled by an equivalent damping, elasticity, and mass of the contact surface
[51–54]. In brief, the resonance frequency of the actuator changes with the
external load and surface stiffness, while the damping of the surface results
in an attenuation of the signal.

3.2.2.4 Other sensing techniques
Magnetic fields can be used to implement a tactile sensor. In principle, the
measurement is based on a magnetic field source, which can be a coil [55],
a permanent magnet [56], or a nanocomposite layer of structures e.g. a pillar
forest [57], and a magnetic field sensor implemented in the substrate. The
sensing elements can be implemented for instance by using coils [58], Hall
sensors [56], or giant magnetoresistive sensors [55, 59]; however, from the
change in magnetic field distribution it is possible to infer the displacement
of the magnetic element in the top deformable layer due to the contact with an
object. While Hall and giant magnetoresistive sensors measure the magnetic
field intensity, pickup coils detect only the field variations, thus providing a
derivative type of a tactile sensor.

Optical tactile sensors can be implemented with different approaches: one
of the most common concepts is to use a camera to evaluate the deflection
of an array of features at the contact, where the mechanical part is passive
and the sensing is implemented with vision-based pattern recognition and
classification algorithms [60]. A second option is to use fiber-based strain
gauges, typically by using a Bragg grating implemented on the fiber cladding:
the deformation of the grating due to fiber stretching induces a shift of the
reflected wavelength [61]. By selecting different wavelengths, it is possible
to read a number of elements on a single fiber, then providing a large array of
taxels. Transmission properties of fiber, for instance the losses of a fiber as a
function of the bending radius, can be also used to evaluate the deformation
of a pixel unit [62]. The immunity to electromagnetic interferences is one of
major advantages of optical techniques.
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A few fluidic concepts can be also found. For instance the compression of
channels into an elastomeric layer can be detected by the change of resistance
of the fluid network filled with an appropriate fluid [63]. The advantage is the
high intrinsic reliability of the sensing element due to its virtually infinite
deformability.

3.2.2.5 Recent trends
As discussed earlier, there are more opportunities for tactile sensing beyond
the pressure mapping at the contact. Probing the properties of an object may
also include the evaluation of the mechanical properties of the surface. In
addition to vibrational piezoelectric probing cited earlier, it is also possible
to evaluate the hardness of an object by the use of differential reading on
pixel with different response when put in contact to a surface with different
properties. Conceptually, if the response of the pixel depends on its defor-
mation, and its stiffness is similar to the surface under analysis, then both
the deformation of the external body and sensor unit are proportional to
their relative compliance. If the sensor is composed by taxels with different
stiffness, the differential readout can provide information about the touched
surface. For instance, a soft body tends to distribute a load more uniformly
on structures with alternated stiff and compliant areas, thus providing an extra
response on the membrane [64] or the compliant areas of coating [65] with
respect to the rigid reference elements. Differential MEMS spring [66, 67]
or membranes with different size or stiffness [68] connected to pillars may
be used to detect the degree of indentation into the external body. Active
indentation can be also provided by magnetic or pneumatic actuation that in
turn is able to provide curves similar to classical load-displacement testing
of materials [69, 70]. The force reading can be provided with piezoresistive,
piezoelectric, or capacitive sensing units as described earlier.

Slip detection is an intrinsically dynamic measure suited for piezoelectric,
triaxial resistive tactile sensors or in general if the bandwidth of the sensor and
of the readout electronics is sufficient. The contact force is a triaxial load,
where the slip happens when the tangential force exits from the “friction
cone” i.e. exceeding the maximum static friction force. Since the dynamic
friction coefficient is typically lower than the static one, the detection of
incipient slip is based on the microvibrations due to local and intermittent
movements of the object on the sensor followed by sticking steps, which
result in a specific spectrum of noise in the force measurement, especially
in the tangential direction, but axial components can be also used. The
evaluation of the signal spectrum is specific of the contact surfaces and
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Figure 3.3 Differential stiffness structures for tissue stiffness measurements similar to the
concept in Ref. [45]. Hardness sensor schematic (a) cross section, with membrane and bulk
hardness sensors and (b) in contact with an object, the sensors deform, with apparent pressures
proportional to the contact object hardness.

Figure 3.4 Frequency-domain sensor for slip and surface pattern recognition: (a) Scheme
of forces at sensor interface, where friction force is defined by roughness, deformability of
sensor and surface, materials, and speed of slip; (b) conceptual FFT of sensor output, showing
a fingerprint specific of the slipping interaction between the sensor and the surface.

an appropriate pattern recognition algorithm can be used to infer both the
incipient slip and surface properties such as roughness, presence of patterns,
and friction coefficient [71, 72]; the patterning of the sensor surface modifies
the contact properties and can be used to optimize the detection process or
extract more information from pattern recognition algorithms [73].

In addition to tactile mechanical sensing, it is also possible to add other
features to the sensor, for instance the evaluation of temperature and of
thermal conductivity and specific heat by the use of appropriate combination
of resistive heaters and thermometers [45]. This concept can be useful to
provide a perception of temperature more consistent with human sense of
touch, since thermal conductivity is important in the human perception of
heat. The integration of multimodal sensing including pressure, 3D forces,
surface hardness and curvature as discussed earlier can therefore provide full
tactile information.
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3.3 Conclusions

Tactile sensing showed an impressive progress since the appearance of the
first concepts for robotic applications using mechanical assemblies to mea-
sure the forces involved in object manipulation. With the help of miniaturiza-
tion and integration provided by the MEMS technology, the field has moved
to high resolution and high precision pressure mapping by the implementation
of several sensing elements concepts and tactile sensors functionalities. The
next step was moving toward a more bioinspired concept of tactile feedback
including for instance the analysis of grasp stability by the use of slip
detection, of surface properties such as stiffness, texture and friction. Then,
technologies related to large-area electronics and digital manufacturing such
as roll-to-roll and 3D printing have further stimulated the field enabling
more opportunities for large area, low cost electronic skin applications and
industrial case studies. Now, the field is ready to take on challenges related
to real applications and the interface to biological system, with the grand
objective to provide effective, natural, and full tactile feedback experience in
a number of human–object interaction, medicine and prosthetics applications.
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The field of robotics is in continuous expansion, with application scenarios
shifting from structured environments, such as factories, to the more complex
ones of the real world, such as houses, hospitals, disaster areas, etc. Artificial
tactile sensing is fundamental in this process to enable the full immersion
of the robotic systems in the environment making them aware of their sur-
roundings, and capable of reacting to unexpected situations. Optical-based
soft artificial skins seem to be a promising solution both to enable advanced
sensing capabilities and to overcome some critical integration issues. Indeed,
in this case, the sensitive area can be built with skin-like materials free of
any active component, allowing a natural mechanical interaction between
the system and the environment. This solution introduces the need for more
sophisticated signal processing to retrieve useful information. Nevertheless,
machine learning algorithms can open the way to real-time reconstruction
methods that can also be embedded in systems with low computational capa-
bilities. In this chapter, the recent developments of optical-based soft tactile
sensing are described. As a case study, a comparison between machine learn-
ing and analytical approaches, to decode tactile information in a continuum
soft optical waveguide, is presented.
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4.1 Introduction

Artificial tactile sensing is fundamental in many fields, such as robotics, pros-
thetics, wearable systems, or haptics [1–4]. From a transduction point of view,
mainly resistive-and capacitive-based systems were investigated successfully
[5]. In the first case, the main advantages are the easy fabrication, the simple
read-out circuitry, the very high sensitivity, and the relatively high acquisition
rate. In the second case, mainly due to their high linearity, insensitivity
to temperature variations, capacitive sensors have become the most used
technology for several touch-based human–machine interfaces. This mainly
resulted from the impressive advancement of miniaturised electronics for very
low capacitance measurement (down to the sub-femtofarad range) [6, 7].

In robotics, several very large area electronic skins have been developed
in recent years. Some examples can be found in humanoid robotics, such as
those integrating capacitive sensors, in the iCub platform [8], or multimodal
patches for temperature, acceleration, and proximity in the H-1 robot [9].
In both cases, a modular architecture is implemented to cover the whole robot
surface. Although this implies that a large number of wires and connections
is routed through the robots, the final systems can still be reliable, since the
robotic structures are built from rigid materials. However, the recent rise of
soft robotics [10] introduced new challenges in tactile sensing [11]. Here,
previous sensing architectures are not suitable mainly because, both, the rigid
(or semi-rigid) modular patches, and the high number of distributed tactile
elements (i.e. requiring a high number of wires/connections), would introduce
undesired mechanical constraints in the soft robot and embedded sensing
systems. Therefore, new sensing strategies for soft perceptive robots should
be developed.

Among other principles, optical-based tactile sensing has shown a rel-
evant boost in recent years. From a transduction point of view, using light
minimises the influence of electromagnetic noise, thus allowing its use in
a large number of scenarios, including the harshest ones, e.g., surgery or
harsh environments. Particularly in the case of the challenging large-area
sensing, the main strengths of the optical-based approach are high spatial
resolution, reliability, and improved frequency rate. Noteworthy, in extended
optical waveguides, the area in which the tactile transduction occurs does not
require a distributed array of active electronic components; instead the latter
(e.g. emitters and receivers) can be located at the periphery of the sensitive
area. Moreover, the integration of such active elements is easily enabled
due to highly efficient and miniaturised electronic components – such as
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light-emitting diodes (LEDs), charge-coupled devices (CCDs), photodiodes,
and phototransistors. On the other hand, light along a waveguide undergoes
small losses due to microbending and the overall signal can be altered by the
misalignment of active optical devices. Also, the reconstruction process is
complex, since there is no active element within the sensing area, and smart
processing techniques need to be used.

This chapter will start with some basic physical principles underlying
optical-based sensors (Section 4.2) and by proposing some key aspects based
on which they can be classified (Sections 4.3). Then, the most important ways
to process data coming from these sensors will be reported, and a case study
concerning a soft optical waveguide skin will be discussed (Section 4.4).
Finally, in the conclusion part, the main aspects concerning the suitability
and bottlenecks of existing processing techniques for such kind of optical
sensors will be discussed (Section 4.5).

4.2 Optical-based Tactile Sensors

An optical-based tactile sensor is a device or system that can decode a
mechanical stimulation (i.e. pressure, strain, bending, twisting, etc.) by
exploiting light properties, e.g., intensity, wavelength, coherence, phase, and
polarisation. Most generally, electromagnetic waves in the optical spectrum
are guided by a physical structure, called optical waveguide, which acts
both as a light transmission medium and mechanical transducer. Among
them, the most common types include optical fibres and transparent dielectric
waveguides.

The following characteristics can be effectively used to distinguish
between different kinds of optical sensors [12]:

• Sensing extent: there exists point sensors, which have a one-to-one cor-
respondence between emitters and use phase change for the activation,
and distributed sensors, whose sources can stimulate the receptive area
of more than one receptor;

• Transduction location: two main cases can be identified: (1) Extrinsic
sensor, in which the light beam leaves the optical waveguide, and
its properties vary before reaching an optical detector, e.g. due to an
external object in its path; (2) Intrinsic sensor, in which the light beam
variation, detected by the optical receiver, occurs inside the waveg-
uide, e.g. if it deviates in response to a mechanical stimulation of the
waveguide itself.
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Figure 4.1 Different kinds of optical sensors: Through beam (left), reflective (centre), and
retro-reflective (right).

• Sensing method and placement of optical transmitter and receiver
(Figure 4.1):

– Through beam: transmitter and receiver point to each other so that
they create a straight light beam path. When any object comes in
between, the intensity of light changes and the object can accordingly
be detected;

– Reflective: transmitter and receiver are parallel to each other. The
object reflects light1 from the transmitter, and the receiver measures
it;

– Retroreflective: the reflector both reflects and receives light coming
from the transmitters and the receivers [13].

4.2.1 Basic Optical Principles

In an optical waveguide, a medium in which light can travel with a negligible
loss is employed [14]. This represents the core material that in a fibre is totally
surrounded by a cladding, whereas in a planar waveguide is interfaced to
an external medium at the top and bottom surfaces. As it will be explained
later, to guide the inserted light efficiently (negligible light loss) in the optical
device, the optical properties of the core material must be such that its
refractive index is of higher value than for the cladding or external medium.

The index of refraction n = v/c describes the behaviour of the light
across a medium. Indeed, for an external observer, an electromagnetic wave
travels within a dielectric medium at a speed v lower than c, which is the
speed of light in the vacuum [15].

The principle is regulated by Snell’s law, according to which the ratio
between the sine of the incidence and refraction angles is equal to the relative

1This type of sensor has a drawback to differentiate between red and white light when red
colour LED is used as an optical source. This is because both red and white colours have the
same amount of reflection.
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Figure 4.2 Reflection and refraction of an electromagnetic wave.

refractive index between the two media. In particular

n1sinθ1 = n2sinθ2

Considering the case of reflection on specular surfaces, i.e., a near-perfect
flat surface, after reflection from a specular surface, light rays are parallel to
each other and are heading in the same direction. Therefore, the wavefronts
remain unchanged.

As shown in Figure 4.2, when a light wave (represented as a red line) runs
from a medium whose index of refraction is n1 towards a medium with index
n2, it can either increase or decrease the angle with respect to the normal to
the surface:

sinθ2 =
n1

n2
sinθ1 ⇒

{
θ2 < θ1 n2 > n1

θ2 > θ1 n2 < n1

The second case (θ2 > θ1) has a case limit when θ2 = π/2, which
corresponds to the incidence angle, sinθ0 = n2/n1.

If θ1 > θ0, no refracted wave is produced, and the original wave is totally
reflected in the first medium. Then, in the case of the fibre, if the refractive
index of its core (n1) is higher than that in the cladding (n2), then total internal
reflection can occur, and all the rays inserted in the fibre with angles higher
than θ0 will reach the other end of the fibre.

4.2.2 Pressure and Strain Optical Sensing

Optical waveguide sensors can also be classified by their working principles.
In particular, in the following, pressure and strain sensors will be considered,
as pressure and strain are two important touch-related parameters.
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Figure 4.3 Typical structure of EFPI-based pressure sensor (left) and DEFPI-based pressure
sensor (right).

Optical pressure sensors use an effect on light to detect a change in pres-
sure. In the simplest case, a mechanical system deviates light as the pressure
increases. In more sophisticated sensors, the measurement of phase difference
sharply increases the accuracy, since a reference photodiode – which is
always reached by the light – is used to correct for changes in the output due
to factors like the ageing of the light source, or variations in supply voltage
[16]. Other optical sensors use interferometry to measure the phase change
between the light that has taken two different optical paths, corresponding to
a fraction of the wavelength of light. In particular, interferometry is used in
fibre pressure sensors, namely the extrinsic Fabry-Perot interferometer (EFPI)
and fibre Bragg grating (FBG).

The extrinsic type sensor uses interference between multiple light rays
reflected back and forth between two mirrors at opposite ends of a cavity.
They transmit a fraction of the resonant frequency by making the distance of
one round trip between mirrors equal to an integer number of wavelengths
of the cavity material. Hence, the amount of light received at a particular
wavelength changes as the spacing changes.

A typical EPFI system is schematically represented in Figure 4.3, and
it includes a light source, a spectrometer, an optical coupler, and a sensor
head, which can be a capillary-based EFPI structure for static and high-
pressure measurements, or a diaphragm-based EFPI (DEFPI) structure for
low-pressure range and dynamic measurement [17]. The source emits the
light into a fibre coupler and propagates along the lead-in/out fibre to the
sensor head. A small part of the incident light is firstly reflected and then
returns directly back to the fibre. The remaining part of the light propagates
across the air gap to the end-face of the reflecting fibre, and then the reflected
light is recoupled into lead-in/out fibre and interferes with the first reflected
light. The output interference signal can be expressed by [18]

I = 2Is (λ) (1 + γ cos ϕ)

where Is(λ) is the intensity distribution of the light source, γ is the fringe
visibility of EFPI, ϕ = 4πd λ is the round trip, and d is the cavity length.
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Figure 4.4 (a) Cross section of the FBG with marked fibre shape (dashed line) under pres-
sure. (b) Schematic drawing of the FBG with the indicated direction of applied force F [19].

For the sensor geometry shown in Figure 4.3 (left), a pressure P on the
sensor head results in a longitudinal compression of the alignment tube,
and, consequently, in a change in the cavity length of EFPI, resulting in the
following equation:

∆d =
Lr2

0

Er2
0 − r2

i

(1− 2µ)P

where E is the Young’s modulus of the tube, µ is the Poisson ratio, L is the
distance between two thermal fusion points, ro and ri are outer and inner radii
of the capillary tube, respectively. These equations reveal that the pressure
acting on the EFPI sensor changes linearly with respect to the cavity length.
Such pressure can be retrieved by analysing variations of the interference
spectrum by means of some specific signal processing algorithms.

An FBG is an intrinsic sensor that has a regular series of reflective struc-
tures in the fibre; the wavelengths of the reflected light change by stretching
or compressing the fibre itself (Figure 4.4).

The FBGs are formed by a periodic change of the fibre core refractive
index in the direction of propagation of optical radiation. In principle, the
FBG acts as a spectral filter that reflects particular wavelengths of light near
Bragg resonance wavelength, and the rest of the optical signal spectrum is
released. The Bragg resonant wavelength is given by

λBragg = 2neffΛ

where λBragg is the Bragg resonant wavelength, neff is the effective refraction
index, and Λ is the periodic variation of the FBG. The FBGs used in sensors
mostly rely on the spectral analysis of the reflected light wavelengths [19].

Alternatively, tactile sensors can rely on total internal reflection (TIR),
which is indeed total if the external medium is perfectly transparent, contin-
uous, and of infinite extent. All the other cases result in some losses, e.g., the
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Figure 4.5 Light transmission in a rigid or soft waveguide: (a) without interferences, (b)
FTIR in a rigid waveguide caused by finger touch, (c) a soft waveguide is stretched, and (d)
FTIR in a soft waveguide to which a pressure is applied.

evanescent wave carried by the external medium can be absorbed by a lossy
external medium (attenuated total reflectance) or diverted, either by its outer
boundary or by objects embedded in that medium (frustrated TIR or FTIR).
Considering the case of a planar waveguide, as schematised in Figure 4.5(a),
a light beam is injected into the waveguide, and, being confined by TIR, it
can reach the detector without losses. On the other hand, as schematised in
Figure 4.5(b), FTIR causes a change of the detector output current when, for
example by finger touch, one medium (i.e. air) is substituted by another (i.e.
finger). Indeed, at a given contact location, the angular condition for TIR is
no longer satisfied, and light is partially transmitted from the opposite side of
the waveguide.

In both the abovementioned cases, the waveguide is a rigid material that
does not deform upon mechanical stimulation. However, a soft, optically clear
material can be used as a waveguide medium. In this case, an exerted pressure
(Figure 4.5d) or traction (Figure 4.5c) causes deformation of the waveguide
surface, or an overall stretching condition, respectively. In both the cases,
light losses occur, since the internal reflection conditions are varied locally
(pressure) or globally (stretching), and the critical incidence angle of some
rays is overcome. In recent years, exploiting this concept, new designs for
soft tactile sensing were introduced, as it will be described in the following
sections.

4.3 Examples of Optical-based Tactile Sensors

4.3.1 Single Optical Waveguide Sensor

Several optical-based soft tactile sensors rely on the deformation of an
optical waveguide, built with an optically clear soft material shaped in a
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long and narrow lace-like structure2 that have an emitter (i.e. photodiode)
and a receiver (i.e. phototransistor) at each extremity. The variation of light
intensity detected by the receiver is correlated to a mechanical deformation,
due for instance to an externally applied pressure, or to the strain induced
by elongation or bending. Figures 4.5(c) and 4.5(d) show a simple schema-
tisation of the principle when strain is induced or pressure is applied to a
deformable waveguide, respectively. Moreover, stretchable fibres are devel-
oped by mechanically coupling a highly deformable transparent cylindrical
core and a surrounding soft cladding.

A typical material in which emitters and receivers are integrated is
polydimethylsiloxane (PDMS), which is a soft, conformable, and compliant
material, optically transparent for wavelengths ranging from 235 nm to the
near-infrared and whose attenuation is as low as 0.4 dB/cm.

For instance, in Ref. [20], stretchable optical fibres are sewed in textiles
for strain measurement. In this way, they can detect strains originating from
changing muscle shapes during weight-bearing activity. Their core is built
from urethane fibre, and they have a silicone cladding. They can stretch up
to 100% of their original length, with negligible hysteresis. Similarly, a strain
sensor for human motion detection is reported in Ref. [21]. The stretchable
fibre is fabricated from dye-doped PDMS, and the sensor can detect strains
over 100% with about 1% precision. In this case, PDMS is doped with
rodhamine particles to enhance the light attenuation due to stretching. As
application examples, the sensor is demonstrated to detect dynamic motions
of the body, such as joint motion, as well as vibrations due to speaking or
deep breathing in real time.

An interesting application of stretchable lace waveguide is reported in
Ref. [22], where curvature, elongation, and force were detected in a nylon
fibre-reinforced artificial soft finger. In this case, three lace waveguides were
integrated into each finger, where each finger is bent into a U-shape in a
way that light is not heavily attenuated (Figure 4.6b). When the soft finger
is bent, the waveguide located at the top (convex part) detects the largest
axial strain with respect to the other two, i.e. the second one integrated at
the finger middle plane and the third one at the finger inner part (concave
part), and thus it has the largest sensitivity to the bending motion. The

2In the artificial tactile sensing literature, a terminology that is often used for this kind
of devices is optical fibre. Nevertheless, in optoelectronics an optical fibre is a cylindrical
structure with well-defined core and cladding. Therefore, for waveguides that are long and
narrow, but not constructed like typical optical fibres, the name that will be used here is optical
lace waveguides.
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Figure 4.6 (a) Change in light attenuation along a stretched urethane fibre [20] and (b)
front view and cross section of three soft lace waveguides integrated into an artificial finger
shape [22].

second waveguide conveys information about internal pressure, while the
third waveguide serves as a touch sensor for the fingertip of the prosthetic
hand. This isolated function is obtained by placing it at the neutral bending
plane, where there is no axial strain.

4.3.2 Bundle Optical Waveguide System

The development of systems embedding a bundle of fibre- or lace-like waveg-
uides can allow the detection of different mechanical stimulations at the same
time. For instance, in Ref. [23] an internally illuminated elastomeric foam
is reported, as schematised in Figure 4.7(a). The waveguides have the role
of, both, transmitting light into the foam, and receiving diffuse waves (from
internal reflection) that are interpreted by machine learning techniques to
predict whether the foam is twisted clockwise, counterclockwise, and bent
up or down (also giving the magnitude of the deformation type). The model
predicts the type of deformation with 100% accuracy, and of magnitude with
a mean absolute error of 0.06◦.

Another example is given by stretchable lace waveguides distributed
throughout a 3D elastomeric framework [24] (Figure 4.7b), which created
a co-integrated body, sensing, and communication network. In particular, a
scaffold made of 3D printed elastomeric material is used to house a four-
cored optical lace. In each lace, the light enters in an input optical waveguide,
which is mechanically coupled with different output waveguides. When a
mechanical stimulation occurs, the light is coupled differently in each output
waveguides. Then, by machine learning techniques, both deformation and
force with sub-millimetre and with sub-Newton resolution can be detected,
respectively.
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Figure 4.7 (a) Foam and optical waveguide assembly in Ref. [23], (b) schematic showing
how light (yellow) is coupled to an output core when the 3D structure with soft lace waveg-
uides is deformed [24], and (c) colour-coded tactile sensor: assembly with LEDs, camera,
and plastic optical fibres, and camera snapshot overlaid onto the sensor. The camera image is
processed to infer the sensor deformation. The block diagram illustrating the sensing principle
of the colour-coded optical tactile sensor [25].

On the other hand, optical fibres were utilised in the approach of Kap-
passov et al. [25], for developing a colour-coded tactile sensor. Three sources
deliver light via plastic optical fibres (POFs) embedded inside a transparent
silicone layer to an off-the-shelf camera (Figure 4.7c). When an external
object comes in contact with the silicon and compresses it, the light scattering
pattern changes. In particular, a change in the colour is used to determine
the depth level at which the silicone is deformed. Thus, the colour-coded
silicon substrate acts as a pressure-sensing media and changes colour to signal
pressure level. In this work, all the processing electronics is located away
from the sensing surface in order to promote integration in various scenarios
such as robot grippers to improve their dexterity in physical interaction
tasks, or tactile motion control (e.g. squeezing an object for determining its
deformability).
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Figure 4.8 Large-area TIR force and pressure sensor and diagram illustrating how areas
subject to higher pressures appear as regions of higher light intensity [27].

4.3.3 Continuum Optical Waveguide Skin

A continuum optical waveguide skin can be obtained if an extended layer
of optically clear material is used as an optical waveguide; thus, the concept
exemplified in Figure 4.5(a,b) is applied to an extended area. Following this
approach, the distribution of tactile information (e.g. contact, pressure, etc.)
over a large area can be obtained from a sensitive region which, in principle,
can be totally free from any electronic components and wiring.

One of the first works that exploited the phenomenon of TIR in a large-
area tactile sensor is that of Begej et al. [26]. For instance, Figure 4.8 shows a
diagram of a large-area tactile sensor utilizing a lens-based imaging system.
A 7 × 12 cm window glass is used as a transparent layer. The glass is coated
with a Sorta Clear silicone layer with Shore level 18 (transducer membrane).
Over this, another Sorta Clear 18 layer mixed with nickel is added (cover
membrane). The metallic powder increases the reflectance of the silicone
compound. Light sources, guided by POFs, are injected in the sensing silicone
layer. Then, a camera captures the imprint image in the silicone, and the
recorded signals are processed by machine learning classification algorithms.
The result is a map containing the location and amplitude of normal applied
force.

A continuum optical waveguide skin can be implemented with soft opti-
cally clear materials (see concept exemplified in Figure 4.5(c,d)). Indeed, a
distribution of emitters and detectors can be integrated at the periphery of
the sensitive area in layouts that allow for the reconstruction of the tactile
map. The possibility to rely on the entire substrate as a continuum waveguide
for large-area sensing can contribute to overcome some of the typical issues
related to using bundles of fibres, i.e. crosstalk, complex shielding, and
fabrication. Indeed, meaningful spatial information can be extracted from
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optical data by developing new processing strategies, e.g. machine learning
techniques.

This approach is very attractive not only from a robotic point of view,
but also for any human–machine device, where tactile sensitive areas must
be integrated into complex 3D and actuated parts. These challenges are
even more complex in soft robotics, where highly deformable and morphing
structures are developed [11, 26].

However, the advantages of a decreased sensing layout complexity are
counterbalanced by the need of complex reconstruction processes, as better
detailed in the next section, and as represented by some examples [27, 28].
In the first case, a 150 µm thick planar waveguide is used as flexible force
sensor array. The waveguide is made of two photocurable fluorinated pre-
polymers, and inside the waveguide, cylindrical spacers (having a diameter of
200 µm) are microstructured in order to define each taxel. The force sensor
array detects a contact force in 27 points independently in a 0–3 N range
without any electronic components on the sensing area. In the second case,
a soft optical waveguide skin integrating eight infrared emitters and eight
photodetectors at the periphery of a PDMS layer is reported. Pressure up to
160 kPa is measured with a spatial resolution in the centimetre scale in the
whole sensitive area.

4.4 Signal Processing Approaches for Continuum Optical
Waveguide Skins

Typically, to retrieve the necessary spatially resolved tactile information in
an artificial skin consisting of an array of sensors, the signals coming from
the sensors need to be processed in ways to extract meaningful information
correlated to the tactile cues.

Regarding continuum optical waveguide skins, several approaches for
the decoding algorithms are possible, such as backprojection [29], machine
learning [30], or the neuromorphic approach, in particular for what concerns
the field of the neural interfaces [31].

In this kind of sensing, the most difficult challenges concern the number
of emitters that can elicit the same receiver, and how fast the received signal
stabilises to informative values. Since there is not a one-to-one correspon-
dence between emitters and receivers, even small changes in the input may
correspond to very different outputs.
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4.4.1 Analytical Methods

Usually in large-area electronic skins, typically two main approaches have
been used. In the first case, the major complexity burdens on the hardware
architecture, relying on an array with row/columns addressing. Oppositely,
using an isotropic conductive material with an array of electrodes at its bound-
ary, electrical impedance tomography (EIT) algorithms have been developed.
The former is simple, fast, it has low-cost read-out electronics, but its spatial
resolution is limited, and it needs complex wiring/connections. On the other
hand, the latter has higher spatial resolution and simpler wirings, even though
the computational cost is higher, and the maximum achievable frequency is
lower.

EIT is an approach originally developed for resistive-based electronic
skins, but equivalent algorithms can be widely adopted for other kinds of
skins. Some highlights may allow to clarify some of the problems related to
the reconstruction processing. This technique reconstructs the conductivity
distribution of a domain under test [32]. The theory behind the EIT is that
a constant current across a material results in a voltage distribution on the
surface that will reflect the internal resistivity distribution. However, multiple
resistivity distributions can produce the same superficial voltage distribution.
Therefore, this problem is solved by stimulating the system in multiple man-
ners to constrain the possible resistivity distributions [33]. The reconstruction
problem consists of obtaining an approximation of the internal area from
the boundary measurements, which is both highly nonlinear and ill-posed,
meaning that large changes in the interior can correspond to minimal changes
in the measured data. The different approaches fall into several categories,
such as linear approximations, iterative methods, adaptive methods, and the
so-called layer-stripping algorithm [34].

Regarding soft continuum optical waveguide skins, a tomography-like
approach was applied for the first time in Ref. [28] (Figure 4.9).

The light signal is converted into an electrical signal through an elec-
tronic system, and a reconstruction algorithm similar to tomographic back
projection reconstructs the pressure map using the following relation:

P (i, j) = F

(
N∑
i=1

M∑
k = 1

Ji Jk

)
where P is the pressure applied on the waveguide in the points (i, j) of the
surface, J is the light intensity collected by the detectors, and the function
F implements trapezoidal interpolation to the pieces of information in the
sensing area.
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Figure 4.9 Schematisation of the tomography-like approach in the sensor developed by Levi
et al. [28].

4.4.2 Machine Learning Methods

Machine learning is an important possibility to process data in optical-based
sensors (such as in other types of artificial tactile skins), and it consists of
the automated process of pattern extraction from data. In predictive data
analysis applications, supervised learning is commonly used to automatically
learn a mapping between a set of instances given by the combinations of
descriptive feature values and the target feature to obtain a model. However,
this approach represents an ill-posed problem, since the best model cannot be
found based on the sample training dataset alone. Indeed, it must be endowed
with generalisation capabilities, i.e., it must able to predict queries not present
in the dataset; thus, some criteria are needed to choose among the candidate
models [35].

Classification is the process of finding a model (or function) to describe
and distinguish categorical data classes, based on the analysis of a set of data
objects for which the class labels are known. Since the class label of each
training tuple is provided, this step is also known as supervised learning. Data
classification is a two-step process, consisting of a learning step (or training
phase, where a classification model y = f(X) is constructed, that can predict
the associated class label y of a given tuple X) and a classification step (or test
phase, where the model is used to predict class labels for a given data, and its
performance are evaluated in terms of a given metric) [36, 37].

It is useful to give an overview of the main categories of classification
techniques, as it follows:

• Decision Tree Induction: a decision tree (Figure 4.10a) is a flowchart-
like tree structure, where each internal node (non-leaf node) denotes a
test on an attribute, each branch represents an outcome of the test, and
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Figure 4.10 Examples of (a) a decision tree, (b) random forest, (c) SVM, and (d) kNN,
neural netork for classification with one hidden layer.

each leaf node (or terminal node) holds a class label. Most algorithms
(e.g. ID3, C4.5, and CART) adopt a greedy top-down recursive divide-
and-conquer manner to build the tree. Then, given a test tuple, its
attribute values are tested against the decision tree. A path is traced
from the root to a leaf node, which holds the class prediction for that
tuple [38];

• Ensemble Methods: Random Forest (Figure 4.10b) is an example of
an ensemble method, which combines a series of learned models (or
base classifiers) to create an improved composite classification model.
When a new data to classify is provided, the class prediction results
from the combination of the output of the single classifiers according
to a chosen metric, e.g. majority voting, Random forest is quite robust
to errors and outliers. The generalisation error for a forest converges as
long as the number of trees in the forest is large. Thus, overfitting is
not a problem. The accuracy of a random forest depends on the strength
of the individual classifiers and a measure of the dependence between
them [39];

• Support Vector Machine: Support Vector Machines (SVMs, shown in
Figure 4.10c) use a non-linear mapping to transform the original training
data into a higher dimension [40]. Within this new dimension, it searches
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for the linear optimal separating hyperplane (i.e. a decision boundary
separating the tuples of one class from another). With an appropriate
non-linear mapping to a sufficiently high dimension, data from two
classes can always be separated by a hyperplane. Furthermore, the so-
called Kernel trick consists in mapping the input space in a higher
dimensional space by using kernels. Indeed, data that are not linearly
separable in input space, may yet become linearly separable in the higher
dimensional feature space [41]. Although the training time of even the
fastest SVMs can be extremely slow, they are highly accurate, owing to
their ability to model complex non-linear decision boundaries. They are
much less prone to overfitting than other methods;

• Lazy Learners: k-Nearest-Neighbour (kNN, Figure 4.10d) is a lazy
learner based on learning by analogy. This means that it stores training
tuples and waits until it is given a test tuple. Only when it receives a
test tuple, it performs generalisation to classify the tuple based on its
similarity to the stored training tuples. For the kNN classification, the
unknown tuple is assigned the most common class among its kNNs.
Hence, when making a classification or numeric prediction, lazy learners
can be computationally expensive. However, they naturally support
incremental learning [42];

• Neural Networks: a neural network (Figure 4.2(e)) is a set of connected
input/output units in which each connection is associated with a weight.
During the learning phase, the network learns by adjusting the weights
to predict the correct class label of the input tuples [43]. Before training
can begin, the user must decide the network topology by specifying the
number of units in the input layer, the number of hidden layers, the
number of units in each hidden layer, and the number of units in the
output layer. Neural networks involve long training times, they require
some parameters that are typically best determined empirically, such as
the network topology and they have often been criticised for their poor
interpretability. Advantages of neural networks, however, include their
high tolerance of noisy data as well as their ability to classify patterns on
which they have not been trained. They can be used when there is little
knowledge of the relationships between attributes and classes. They are
well suited for continuous-valued inputs and outputs.

For instance, in Ref. [30], a processing methodology for tactile data
obtained by means of a soft continuum optical waveguide skin (Figure 4.11)
is presented. Indeed, the drop in light intensity, measured by photodetectors
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Figure 4.11 Machine learning approach for single touch offline detection in a soft optical
waveguide skin [30].

Figure 4.12 Scheme of the optical sensor developed by Borg et al. [44] (with emitters [TX]
on the left and receivers [RX] on the right) which reaches 0.57 cm of accuracy for the position
retrieval and a force level to within 1.37 N of accuracy.

when indentations are performed, is correlated to the tactile sensor’s response
using adaptive boosting and decision trees.

Another example that can be considered is the recent work of Borg et al.
[44], in which a flexible and transparent gel slab is employed as an optical
artificial skin, providing white light from one side and measuring the amount
of light received on the opposite side with phototransistors to retrieve position
and pressure information, as it is shown in Figure 4.12.

Data from the phototransistors are processed by means of an adaptive
neuro-fuzzy inference system technique (ANFIS) that refers to a class of
adaptive networks that are functionally equivalent to fuzzy inference systems
(FIS) [45]. Fuzzy logic is suitable for dealing with ill-defined and uncertain
systems. The FIS systems are used to map inputs to outputs relying on fuzzy
rules, which are linguistic if-then statements that describe how decisions
should be made. The combination of both fuzzy logic and neural networks
gives advantages of constructing an input–output mapping based on both user
input and stipulated input–output data pairs [46].
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Figure 4.13 Schematic design of the sensor: the circular structure is the PDMS layer, along
whose border 24 photodiodes (TX) and phototransistors (RX) have been alternated.

4.4.3 Case Study: Distributed Mechanical Sensing in a Soft
Optical Skin

In this section a case study is introduced as an example of development of
soft continuum optical waveguide skin addressed by the authors, in which
distributed contact and pressure information is retrieved by means of low
computational strategies [47]. The skin is built from a round soft polymeric
layer in which light (in the infrared spectrum) is injected and decoded by
means of an array of photodiodes and phototransistors located in an alternate
fashion at the edge of the sensing area, as shown in Figure 4.13.

This choice is fundamental for two main reasons, i.e. the sensing area is
left free of any sensing element, whose number scales with the radius and not
with the area of the surface.

In addition, high number of electronic components cause usual issues of
high power consumption. To reduce the amount of energy needed to power up
the skin one photoemitter at a time has been activated, in a circular fashion.
This causes a time delay of external read-out circuitry, since the photoemitters
must be activated for the time needed to guarantee a stable optical signal.
However, a good trade-off can be found by minimizing such activation time.

According to the optical principles described in Section 4.2, the defor-
mation of the soft waveguide induced by an externally applied mechanical
stimulus, can be measured as a variation of the light intensity that arrives at
the phototransistors and, accordingly, as a variation of their output current.

As a first step, a mechanical characterisation is needed to quantify the
dependency between the optical signal (explanatory variable) and the force
applied upon the surface of the sensor. Once this relationship is established,
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Figure 4.14 Linear fitting for the force vs optical output curves for the response of the sensor
going from the centre towards its periphery. The error comes from the average between all the
cells belonging to the same category, i.e. centre, first circle, second circle, and periphery of the
sensing area.

an estimate of the contact area serves straightforward the conversion into
pressure. This is carried out by means of an electromechanical characteri-
sation setup, in which an external force is applied by means of an indenter
having its position controlled in the direction perpendicular to the artificial
skin surface. To obtain the reference force values, a three-axis load cell is
utilised to record the indentation forces at predetermined indentation dis-
placements. Figure 4.14 shows the linear fitting curves and their respective
error with respect to the true force values.

It can be noticed that the optical response does depend on the distance
with respect to the centre of the sensing area. Indeed, the different zones
(highlighted in Figure 4.14 with different colours) need different scaling
factors to infer the overall force exerted upon the surface given the opti-
cal signal. Hence, force estimate and spatial position recognition must be
processed separately. In particular, a comparative machine-learning-based
processing can be adopted and tested to retrieve the information about single-
touch contacts. Among the strategies reported in Sections 4.1 and 4.2, a
back-projection-like approach and machine learning techniques will be now
discussed.

The former method is based on the fact that each photodiode emits light
within a cone of emission that allows to identify which phototransistors will
be hit. Accordingly, some pairs of diode-receivers couples can be highlighted,
such that the path that connects them corresponds to a portion of the sensing
area. Hence, a change in the response of that couple can be associated
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Figure 4.15 Division based on the interaction between photodiodes and phototransistor used
in the back-projection-like approach (left) and grid division into cells used for classification
(right).

Figure 4.16 Offline reconstruction of data obtained from a single touch using a
back-projection-like approach.

with a change in that portion of the surface of the sensing area. Moreover,
considering two of these couples at the time, the combined values of their
phototransistors are related to the intersection between the two paths (red area
in Figure 4.15, left). By considering all the possible intersections, the overall
grid can be obtained. However, the extremely large number of intersections
represents a limit for the performance of this approach. Figure 4.16 shows the
result of an offline reconstruction of a single touch.

Instead, undertaking the machine learning approach, the sensing area can
be split, e.g., into a grid like the one reported in Figure 4.15 (right). Conse-
quently, the recognition of the elicited cell can be discretised and solved as a
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Figure 4.17 Performances on the test set obtained with different classifiers.

classification problem. In this case, a dataset can be built by stimulating each
cell with different pressure levels. The output signal from the phototransistors
represent the input variables, whereas the elicited cells are used as target. All
the elements in the dataset that correspond to the smallest indentation possible
can be assigned to class 0, meaning that nothing is pressing on the surface of
the sensitive area. In this case study, the equipment used was such that the
minimum displacement of the indenter that could be controlled corresponded
at 0.1 mm.

Four supervised learning strategies (i.e. decision tree, random forest,
SVM, and kNN) have been used, and the result of the 10-fold cross vali-
dation training is shown in Figure 4.17: random forest outperforms all the
competitors by reaching a perfect accuracy.

This result confirms the idea that the light path is interrupted at different
locations when touching different areas of the sensing surface. This phe-
nomenon is particularly clear when the applied force is high. Indeed, it is
for low force levels that most of the tested classifiers misclassified the target
class. Yet, the overall performance is reasonably good.

4.5 Conclusion

New optical sensing strategies are likely to stimulate several disciplines, and
to represent an attractive field of research for many applications, e.g. robotics
and biomedical systems [48]. This is especially due to the immunity to
electromagnetic interference (EMI) and real-time transduction. In this work,
a focus was set on analysing soft optical waveguides, which can mimic the
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natural skin softness. On the other hand, an accurate choice of the waveguide
materials is needed for limiting light losses, which can also occur due to
possible deformations of the soft materials themselves, (such as bending,
torsion, etc.).

New continuum optical waveguide skins can be designed, providing new
exciting solutions for large-area tactile skins, with high spatial resolution,
flexibility, and absence of cumbersome interconnections. For this to happen,
smart and new processing techniques are needed.

Among the described approaches, back projection has fundamental limi-
tations of high computational complexity, whereas, smart and simple methods
are needed to fulfil the online data processing requirement of the majority of
applications (robotics in particular). Moreover, within this scenario, as the
number of optical components increases, the number of the signals to be
processed increases too, making back projection-based algorithms unfeasible,
for highly resolved tactile information. In addition, the adaptability of the
chosen processing technique may vary with the geometry of the sensor and,
accordingly, to different configurations of emitters and receivers.

On the other hand, by adopting a machine learning approach, different
classifiers should be trained for different geometries. Nevertheless, it is not
unlikely that a parametrisation exists, such that a preliminary recognition of
the arrangement of the optical components would allow tuning the model
automatically, as a preliminary step to project data onto a shape-independent
space. In other words, the algorithm can be trained to recognise a given
number of recurrent shapes, and adjust its parameters accordingly, without
the need to change the subsequent steps of the processing phase. However,
classification techniques have the intrinsic need to have correctly labelled
data to be trained with. For example, the grid reported in Figure 4.15 (right)
has to be chosen and designed a priori to teach the algorithm the correct
mapping. The systems trained with machine learning techniques are in fact
opaque, since they behave like black boxes when inputs are provided, whereas
analytical algorithmic procedures can be followed step by step. Moreover,
machine learning algorithms can only model what they are told to, and
their output will inevitably reflect that. In other words, such approach lacks
intuition, which can be acquired from a broad learning experience. Never-
theless, machine learning holds high potential for the development of a new
generation of perceptive soft robotics [49, 50] and in particular for developing
distributed optical sensing technologies areas, since it allows to discover
hidden features within potentially poor quality raw sensory data, i.e. quantity
rich, yet information poor data.
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Following this approach, it can be envisaged that the development of
large-area tactile skins in future could rely less on designing a distribution of
highly specialized taxels (in terms of materials and fabrication technologies).
Rather, the utilization of known optical principles with new soft materials and
simple layouts, can generate complex sensory signals that, if combined with
AI strategies, could provide complex tactile information in an effective way
over larger areas.
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This chapter reports on the development of a novel large-area soft artificial
skin with integrated Fiber Bragg Grating (FBG) sensors for the robotic
perception of physical interaction. Specifically, by combining the FBG tech-
nology and machine learning techniques (fully connected neural network,
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FCNN), the Presented artificial skin permits to simultaneously solve contact
location and force, thus fostering applications in collaborative robotics.

5.1 Introduction

During the last decades, the interest in the field of robotics and the develop-
ment of related technologies have led to a wider evolution of collaborative
robotics, where humans and machines work in a close interaction sharing
the same environment. A new generation of robots has been introduced to
assist humans in performing several tasks, ranging from industrial production,
transportation and delivery of goods, up to medical aid and rehabilitation.
As interactions are becoming inevitably closer between robots and humans
within these tasks, it is logic to equip them with a sort of tactile sensory
experience. This is meant to increase robotic intelligence nevertheless permit
safe and collaborative human–robot interactions, even in a highly dynamic
scenario. Safe operation and interactions with their surroundings depend on
the availability of sufficient tactile feedback [1], as it is in the . . . sensory
modality that enables humans to explore objects’ properties, develop body
awareness, and interact with the surrounding environment through contact
and manipulation.

In previous studies [2–4], the authors had designed and developed a
polymeric artificial sensing skin, based on the FBG technology, with the
aim to mimic the human sense of touch (Figure 5.1D). Such a technology
allows localizing the point of contact and also measuring the applied force of
a single indentation on the artificial skin. Also, a preliminary assessment of
the performance of the tactile sensory system was carried out to evaluate the
sensitivity. However, the localization and force prediction task based on the
cross talk of adjacent sensors is an highly-challenging problem that is hard to
model.

Deep learning is one of fastest growing fields in computer science, due
to its ability to solve highly complex problems [5]. This ability of deep
learning fits perfectly to solve the proposed challenge. We leveraged the
FCNN technology to tackle the complex problem of localization and force
detection.

5.2 Materials and Methods

This section is devoted to the description of the aforementioned system
(Section 2.1), the experimental platform and datasets used to assess the
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Figure 5.1 Experimental setup [2]. (A) Mechatronic platform for force-controlled indenta-
tion. (B) Inset of the indentation onto the polymeric matrix. (C) Embedded FGBs distributed
in the polymeric skin. (D) Example of recorded data during an indentation above one of the
embedded FBGs. The upper plot shows the exerted force as a function of time; the bottom plot
shows the corresponding wavelength shift of the strained FBG.

capability of the artificial skin in perceiving the applied loads (Section
2.2), and the neural network structures evaluated during the experiments
(Section 2.3).

5.2.1 FBG-based Sensing Skin

The authors employ a polymeric large-area artificial skin integrating FBG
sensors to enable the perception of external force (localization and force
detection of the applied pressure) in a three-dimensional (3D)-printed human-
like forearm of a robotic manipulator. A single fiber can embed several FBGs
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to achieve significant sensing networks and high spatial resolution using tens
(for a single fiber) or hundreds (when multiple fibers are simultaneously
interrogated) of sensors. Each FBG resonates at λB: [6, 7].

λB = 2neffΛ.

where Λ is the spatial periodicity of the grating and neff the refractive index
of the optical fiber. The application of interest needs the detection of force,
therefore, an FBGs-based system is an excellent candidate, since the high
sensitivity to strain is encoded in the λB shift. A typical sensitivity value is
approximately 1 pm · µε−1. Considering the high performance of the most
common techniques for FBGs interrogation an FBG-based system can detect
force causing strain around 1 pm [8]. In our application, the sensitivity, in
terms of the relationship between the applied load and the occurred shift of
the gratings Bragg wavelengths is shown in Figure 5.1(D) [2]. The proposed
skin consists of an 8 mm thick polymeric layer (Dragon Skin 10 Medium;
Smooth-on Inc, PA, USA) equipped with an 80 µm in diameter and 430
mm in length engineered optical fiber (FEMTOPlus Grating; FemtoFiberTec
GmbH, Berlin, Germany). The optical fiber is endowed with 16 FBGs 8
mm in length, whose center-to-center distances and Bragg wavelengths (λB),
were free with noncostant spacing. The optical fiber path – housing the 16
gratings – is inserted in the polymeric matrix to distribute the connected
FBGs to cover the whole area. It is worth mentioning that the gratings are
distributed in a custom configuration to allow cross talk between adjacent
FBGs and therefore enable localization through measure of the strained FBGs
(Figure 5.2). For the application of interest, optical fiber technology was used
due to their small diameters that allowed low bending radius configurations.
The silicone rubber allowed the fabrication of a thin, lightweight, and flexible
substrate that offered interesting features, such as the capability to transmit
the load to the buried FBGs, to stretch or wrinkle, preserving both the
integrity of wires and sensors and the stability of the coverage. The coating
covers a curved surface (15500 mm2 in area). To survey the capabilities of the
device, we combined it with deep learning strategies where we established
different training/evaluation and test dataset, and we trained the machine
learning system with the samples.

5.2.2 Experimental Platform and Datasets

To assess the capability of the developed artificial skin in perceiving position
and intensity of the applied loads, a mechatronic platform was employed,
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Figure 5.2 Wavelength variation function of time for three different indentations. The graph
clearly shows the cross talk between adjacent FBGs.

[2] (Figure 5.1). This platform consisted of a 4 degrees of freedom system
of motorized stages: a Cartesian manipulator made of a precision vertical
(Z) positioner (8MVT120-25- 4247, STANDA, Vilnius, Lithuania) and X-Y
stages (8MTF-102LS05), which guaranteed translational movements, while
a rotator (8MR190-2) enabled 360◦ rotations. The apparatus enabled force-
controlled indentations thanks to a 6-axis miniaturized load cell (Nano-43,
ATI Industrial Automation, Apex, USA). Specifically, the load cell acted as
a single axis sensor to perform the experiments in force-control mode of the
platform along the loading direction of the skin (Z-axis). A customized probe
(diameter of 11 mm, to mimic the size of a human fingertip), mechanically
linked to the force sensor, was used to exert indentations across the skin’s
outer surface.

The FBGs required an interrogation unit able to illuminate the gratings
with a broad spectrum, and detect the reflected wavelength (SmartScan, Smart
Fibres Ltd, United Kingdom).

We established 2 experimental protocols in order to gather both training
and test data to train FCNN (Figure 5.3).



106 Large-Area Fiber Bragg Grating (FBG) Tactile Sensors

Figure 5.3 Locations of each indentation on the polymeric skin of (A) Training set; (B)
Test set.

For training data, 1600 indentations were regulraly distributed on a 15500
mm2 area of the artificial skin. Every indentation was applied with a force
between 0 N and 4 N, and recorded at a sampling rate of 500 Hz. In the
training dataset, all the training data had the single output value of each 16
FBGS sampled at a given time. All the training data were labeled by the
current vertical (Y [mm]) and angular (R [◦]) coordinates of the indentation
and the currently applied force (F) measured by the load cell and sampled at
the same given time as the FBGS output. The evaluation dataset was made
of around 10% of the randomly selected samples of the training dataset.
The total number of samples of the training dataset was 1713825, while the
evaluation dataset had a size of 190425 samples.

For testing dataset, we performed 1600 indentations on random locations
(Y, R) on the artificial skin with an applied force randomly selected in
the range 0 N–4 N. The sampling and storing protocol of the dataset was
the same as the training/evaluation dataset. The total number of samples in
the testing dataset was 1904251.

An ad-hoc graphical user interface (GUI) was developed in LabVIEW
(National Instruments, TX, USA) to control the instrumentation of the setup
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and enable data gathering and processing in real time. The deep learning
system was developed in the nGene module of NI LabVIEW.

5.2.3 Neural Network Structures

At present, to determine the NN structure that suitably tackles a given prob-
lem requires some iterations. A key aspect to consider is to avoid overfitting.
Namely, overfitting is a modeling error that occurs when a function is too
closely fit to a limited set of data points [9]. Gradient descent is an iterative
optimization algorithm used to minimize functions by moving toward the
negative direction of the steepest descent. In machine learning, we use the
gradient descent to update the parameters of our model. Parameters refer to
coefficients and weights in neural networks [10]. Overfitting can be solved or
the error can be reduced by some practices commonly used in deep learning
field. The two most effective solutions are establishing and applying the
correct dataset with the correct network structure.

Due to the aforementioned problems, more than 50 different network
structures with different training parameters were evaluated during the
experiments. In this study, we propose a selected one.

The main goal of the study was to train a neural network for regression,
that means for a specific input it provides an output, ideally with minimal
error from the desired output. For that, we established an FCNN, with a total
of 579 hidden neurons in 9 hidden layers to calculate the value of 3 output
neurons (namely for Y [mm], R [◦], and F [N]), by fetching data into the 16
input neurons as the FBGs’ sampled output. The structure of the network is
depicted in Figure 5.4.

We applied rectified linear unit (ReLu) activation function in all of the
hidden layers, except for the 5th, were a DropOut layer was employed. It is
defined as y = max(0, x). ReLU is linear (identity) for all positive values,
and zero for all negative values, that means, it is fast to calculate as there is
no complicated math [11]. The model therefore takes less time to train or run.

It also converges faster. Linearity means that the slope does not plateau,
or “saturate,” when x gets large. It does not present the vanishing gradient
problem suffered by other activation functions such as sigmoid or tanh. ReLU
is sparsely activated, and since it is zero for all negative inputs, it is likely
for any given unit to not activate at all. These attributes tend to decrease
overfitting and provides a better generalization of the networks.

The main function of the DropOut 5th layer is to prevent overfitting in the
training database [12], by turning on and off every neuron in the layer by a
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Figure 5.4 The structure and parameters of an FCNN employed for force prediction and
localization. The output signal of the 16 FBGs provides the input for the network, that
calculates three outputs, namely the y-coordinate, rotation angle, and force.

given chance. This can be considered as a natural random noise in the training
samples that the network has to adapt to it during training. The adaptation also
means a better generalization of the network, since every training iteration
even on the same samples has a chance to be calculated differently, however,
still gives the same result.

To train the network, we used the traditional way of back-propagation
algorithm with a stochastic gradient descend optimizer. To optimize the train-
ing and drastically reduce the training time, we randomly grouped samples by
256 to create normalized mini-batches and performed the training on them,
and then averaged the trained networks [13].

5.3 Results

The best performing networks were trained for 12 epochs on 1713825 training
samples. The gradient of the loss function is shown in Figure 5.5. The training
procedure was constantly monitored by performing a forward propagation
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Figure 5.5 The curve of loss function after training.

Figure 5.6 FCNN prediction vs target for one indentation for position (Y and R) and normal
force (Fz). Errors: Y = 2.11 mm; R = 3.09◦ and F = 0.03 N.

and prediction in every 10th step using the evaluation dataset. The initial
learning rate was set to 0.05 and was halved in every 1.5 step, with a weight
decay of 10−8.

We computed the results by performing prediction on the trained system
by 1904251 test samples and averaged the errors by Y, R, and F. The system
achieved an average of 5.51 mm error in Y, an 8.79◦ error in R, and average
of 0.36 N prediction in F. Figure 5.6 depicts the errors of a single indentation
performed during the recording of the test dataset.
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Figure 5.7 NN Prediction error of (A) Fz normal force (N), (B) R position (◦), and (C) Y
position (mm) for all the indentations. Higher the size of he circle higher the error, the color
also shows the error (blue indicates little error, whereas red indicates big error). The white
squares indicate the 16 FBGs.

The different panels of Figure 5.7 highlight the distribution of the errors
among the whole set of indentations for the localization (Y [mm] and R [◦])
and F [N]. The graph shows on the X-axis the rotation while on the Y-axis
the vertical position (i.e. the coordinates of the indentations). The color and
the size of the circles indicate the values of the errors.

5.4 Discussion and Conclusion

The work describes the development of a novel and useful subsystem for
collaborative robotics. Namely, this study specifically exploits the hidden
opportunities of a previously developed technology [2] to endow robots with
the ability to sense tactile interactions.

As the individuals FBG tends to have a linear characteristics as output
regarding the force of the indentation, grouping them up creates a very
challenging problem of localization and force prediction based on their
combined output. To achieve this goal, we equipped the artificial polymeric
skin with 16 embedded FBGs with a trained, 11-layer large FCNN. To train
the neural network, we established training/evaluation and test datasets by
digitally sampling – with 500Hz – the wavelet variations of the embedded
FBGs were over 1600 indentations.The system achieved an average of 5.51
mm error in Y, an 8.79◦ error in R, and average of 0.36 N prediction in force
of the indentations.

As we visualize the errors of the predictions in Figure 5.7, we can state
that the errors are mostly concentrating on certain areas of the polymeric
skin. This spatial polarization mainly occurs due to the fabrication uncer-
tainties/asymmetries of the artificial skin in these areas. The fabrication and
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implementation of the polymeric skin tend to have errors, more or less dense
areas, and anchor points on skin’s frame. These subfactors complicates the
original problem, thus requiring a more sophisticated and complex feature
extraction method from the machine learning algorithms. In future studies,
we aim to overcome these feature-related problems by employing a more
complex deep learning strategy that takes the physical characteristics of the
polymeric skin into account.

Summarizing the conclusions, a novel application has been presented
to provide tactile interaction sensation for collaborative robots. The study
system performed with reasonably low error. However, there are still some
questions regarding feature extraction. In the future, we aim to overcome
these challenges to provide a more dynamic and ready-to-use solution for
robotic close interaction.
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This chapter presents a survey of the existing algorithms and tasks applied for
tactile data processing. The presented algorithms and tasks include machine
learning, deep learning, feature extraction, and dimensionality reduction.
Moreover, this chapter provides guidelines for selecting appropriate hardware
platforms for the algorithm’s implementation. The algorithms are compared
in terms of computational complexity and hardware implementation require-
ments. A touch modality classification problem is addressed as a case study:
FPGA implementations of two algorithms k-Nearest Neighbor (KNN) and
Support Vector Machine (SVM) are detailed and analyzed. Both algorithms
provided real-time classification consuming 236 mW and 1.14 W, respectively.
Such results can be improved with the use of approximate computing techni-
ques that provide a trade-off between performance and hardware resources
usage. Speedups up to 2× and 3.2× along with 30% and 41% power reduction
are obtained for KNN and SVM implementations, respectively.

6.1 Introduction

Electronic skin (e-skin) is being incorporated in a wide range of sys-
tems such as Internet of Things (IoT), robotics, industrial automation, and
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prosthetics [1]. E-skin is composed of an array of tactile sensors, an inter-
face electronics, an embedded processing unit (EPU), and a communication
interface [2]. The EPU is responsible for: (1) extracting and processing
information from raw sensory data and (2) supporting intelligent tasks such
as classification or regression based on sophisticated and complex algorithms
(e.g. machine- and deep learning). To accomplish these tasks, the EPU must
fulfill a set of requirements in terms of computational complexity and imple-
mentation requirements (size, latency, and power consumption) depending on
the target application.

The data acquired from tactile sensors corresponds to an electrical
stimulus. The latter varies according to the type of the sensing material,
dimensionality, responsiveness, and structure of the sensor. Processing algo-
rithms employed by the EPU should be able to decode and efficiently handle
the acquired data. Although traditional processing algorithms (e.g. Fourier
transforms) and machine/deep learning algorithms are effective for tactile
data processing, their use is bounded by computational complexity and hard-
ware implementation performance [3–5]. For instance, a neural network is
considered as an efficient solution for classification problems but implement-
ing it on hardware platforms imposes several challenges such as low time
latency, low power, etc. [6–8]. Three surveys addressed such challenges. Sze
et al presented the challenges faced in the embedded systems in Ref. [9], and
how circuit designers are to address these challenges in Ref. [10]. In Ref.
[11], the authors presented an overview of the existing techniques that enable
efficient implementations of machine/deep learning algorithms. This chapter
shows the steps to be followed to choose a convenient hardware platform for
the target application.

The main of contributions of this chapter can be summarized as follows:
(1) it presents preprocessing algorithms to extract data from tactile sensors,
(2) it offers a survey of classification and regression algorithms that can be
embedded into e-skins, (3) it provides an algorithmic level computational
complexity study and guidelines for targeting convenient hardware platform
for the hardware implementation, and (4) it tackles a case study on touch
modality classification.

The rest of the chapter is organized as follows: Section 6.2 provides an
overview of the algorithms used for tactile data processing. Moreover, an
assessment of the presented algorithms is provided in terms of classification
accuracy and computational complexity. Section 6.3 presents the different
hardware platforms that have been used for the implementation of these
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algorithms and the challenges faced. In Section 6.4, the FPGA implemen-
tation of two machine learning (ML) classifiers is presented as a case study
for the embedded implementation of a touch modality classification. Finally,
conclusions and future perspectives are highlighted in Section 6.5.

6.2 Tactile Data Processing Algorithms

Data processing algorithms presented in the literature could be divided into
two categories: preprocessing and classification/regression. Preprocessing
algorithms involve feature extraction and dimensionality reduction, while
classification and regression algorithms are grouped into machine- and deep
learning algorithms.

6.2.1 Data Preprocessing

Tactile data may be preprocessed to reduce noise and extract meaningful
features. The extracted features could be (1) the variables that best describe
the raw data and (2) the weights should be given for each variable. For
instance, subsampling can be applied to a recorded touch reading to remove
silent/noisy samples. Also, data obtained from certain taxels in the sensor
patch can be considered in a pattern recognition problem. These taxels are
the ones that provide reliable data (nonzero or unknown readings).

This section reports the algorithms presented in the literature for dimen-
sionality reduction and feature extraction such as principal component anal-
ysis (PCA), independent component analysis (ICA), and linear discriminant
analysis (LDA).

PCA is the base for multivariate data analysis (i.e. studying the effect of
multiple variables on the output state) [12]. PCA is used for approximating
data or reducing the dimensionality of the data e.g. representing data fromXn

space in Xn−k space, where n and k are two positive integers. As a concrete
example, if we have data with n features, then PCA helps to represent these
data with n− k features with the least possible losses. Figure 6.1 shows how
PCA can be applied to reduce dimensionality from three dimensions (3D)
to 2D (the figure has been generated using the data and code provided in
Ref. [13]).

In Ref. [14], a finger-like shape tactile sensor has been used to collect data
about fabric surfaces. Initially, fast Fourier transformation (FFT) was used to
construct the original dataset, and then PCA was applied to compress the
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Figure 6.1 PCA example: 3D to 2D.

attribute data and extract feature information. In Ref. [15], kernel PCA [16]
was used for low-resolution tactile image recognition for automated robotic
assembly. Kernel PCA is a method to perform a nonlinear form of the PCA.
It computes higher-order statistics among random variables while reducing
the data dimensionality, thus being able to achieve the goal of both feature
extraction and dimensionality reduction. Authors in Ref. [17] used local PCA
[18] combined with a neural network to classify 16 household and toy objects.
Local PCA is a nonlinear extension of the normal PCA. It has been used to
obtain a less complex feature vector for the data obtained from tactile sensors
mounted into a robotic arm.

ICA [19] can be seen as an extension of the PCA. It is a linear dimension-
ality reduction technique, which searches for the linear transformation that
reduces or eliminates the linear dependency between elements of a random
vector. An example of usage of ICA is the Cocktail Party Problem [20].
Spatial ICA has been adopted as a separation method that allows a robot to
understand and interact with tactile information from multiple sources [21].
Figure 6.2 shows the procedure of tactile data separation from two objects
using ICA along with time series clustering.

LDA shown in Figure 6.3 is yet another method for dimensionality
reduction. It consists of finding the projection hyperplane that minimizes
the variance within the same class, and maximizes the distance within the
projected means of the classes [22].

Tactile images of deformable and nondeformable surfaces have been used
for a classification problem in Ref. [23]. LDA has been used as a separation
algorithm between six different surfaces with an accuracy rate of up to 95.5%.
In Ref. [24], the authors have demonstrated the feasibility of using LDA for
surface texture discrimination. Another use of LDA appears in Ref. [25] for
terrain discrimination problems.



6.2 Tactile Data Processing Algorithms 117

Figure 6.2 Procedure of tactile data separation using ICA.

Figure 6.3 Linear discrimination analysis: (1) Bad projection and (2) Good projection.

6.2.2 Classification and Regression

6.2.2.1 Machine learning
Machine learning algorithms are an efficient solution for processing tactile
data in various applications [26]. ML algorithms in general, can extract a
complex, non linear input–output relationship based on learning by example
approach. An ML algorithm is trained using a set of examples, where each
example is described by a group of informative features. ML algorithms can
support intelligent and predictive systems that can make accurate decisions on
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unseen data. ML algorithms are categorized into supervised and unsupervised
algorithms. Supervised algorithms are aware of labeled input and output data
while unsupervised algorithms are fed with unlabeled input data. Some of
the ML algorithms used for tactile data processing belongs to the supervised
learning category [25–28]. These algorithms include Naı̈ve Bayes (NB),
Decision Tree (DT), K-Nearest Neighbor (KNN), Support Vector Machine
(SVM), Logitboost, etc.

NB is a probabilistic ML classifier that is based on Bayes’ theorem given
in Equation 6.1, with naı̈ve independence assumptions between the features.
It gives a quantitative approach to justify the evidence supporting a hypothesis
i.e. the probability of occurrence of a certain action A given an action B
has occurred. Generally, NB uses the Gaussian distribution parameters (e.g.
mean, variance, etc.) on the dataset attributes for classification [29].

P (h/D) =
P (D/h)× P (h)

P (D)
(6.1)

where P (h) is the probability that a hypothesis h holds; P (D|h) is the
probability of observing dataD given a hypothesis h; P (D) is the probability
that data D will be observed; and P (h|D) is the probability that a hypothesis
h holds given the observed data D.

Authors in Ref. [30] have used an NB classifier in an industrial application
for a vegetable grading robot. A PIC32 microcontroller was used to obtain
pressure data from two piezoresistive flexible tactile sensors mounted on a
two-fingered robotic arm. The arm was able to classify green, moderate, and
ripe vegetables with an accuracy of 85%. In Ref. [31], a Denso robotic arm
equipped with embedded strain gauge and polyvinylidene fluorides (PVDF)
in two layers on the finger is used to classify five different materials based on
their surface texture. Using an NB classifier, the system achieved an accuracy
of 73 ± 10%.

Another supervised ML algorithm that is widely used is the DT. DTs
reflect human-level thinking by exploring the simple logic behind data inter-
pretations. In a DT approach, a feature is represented by a node, a decision
is represented by a branch, and an outcome is represented by a leaf. Two
main algorithms are suggested to be used for building the DT algorithm:
(1) Classification and Regression Trees (CART) that uses Gini Index G (a
quantity that measures the degree of inequality in the distribution of a given
data) as a metric and (2) Iterative Dichotomiser 3 (ID3) that uses entropy
function H(S) and information gain IG(A,S) as metrics [30]. The three
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metrics are given by the equations:

G = 1−
t=k∑
t=0

P 2
t (6.2)

where k is the possible class value and Pt is the probability of occurrence of
class t.

H(S) =
∑
c∈C
−p(c)log2p(c) (6.3)

where S is the current dataset, C is the set of classes in S, and p(c) is the
proportion of the number of elements in C to the number of elements in S.

IG(A,S) = H(S)−
∑
t∈T

p(t)H(t) (6.4)

where T represents the subsets created from splitting S by attribute A such
that S = ∪t∈T t.

An autonomous humanoid robot from Aldebaran Robotics called NAO
has been equipped with a 1.6 GHz Intel Atom CPU and suited with an
artificial skin that has a multimodal tactile sensor [27]. The NAO has been
trained to recognize nine different touch modalities (e.g. scratch, tickle, rub,
etc.). Recognition of up to 96.8% was obtained using the DT algorithm.
The NAO has been also trained using KNN and SVM classifiers reaching
a classification accuracy of up to 95.1% and 96.75%, respectively.

A frequently used ML algorithm for classification problems is the KNN.
KNN assigns a class C for an unseen query point q based on the class of the
K-nearest points to q from a training set S. The distance from q to pi ∈ S
can be Chebyshev, Manhattan, or Euclidean distance. The latter is the most
popular metric as given by Equation 6.5:

dq,pi =

√√√√i=N∑
i=0

(qFi−pFi)
2 (6.5)

where Fi represents a feature of points q and p, and N is the size of the
training set S.

Authors in Ref. [32] equipped an artificial fingertip with two perpendicu-
lar PVDF film sensors to acquire the surface roughness of eight standard solid
nickel surfaces. Using a KNN classifier withK = 9, an average classification
accuracy of 82.6 ± 10% has been attained. In Ref. [33], a tactile array sensor
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Figure 6.4 SVM hyperplane.

skin based on capacitive sensing technology is patched on the forearm of a
humanoid called “Cody.” Cody is used to obtain the mobility and compliance
of 18 objects of different sizes. A KNN classifier with a variable value of
K has been used. The classifier has differentiated between four different
classes with a rate of 80% and K = 2. A higher classification accuracy of
up to 91.43% was obtained for a binary classification problem with K = 4.
Another binary classification problem for touch modality classification has
been studied in Ref. [34]. A KNN classifier was trained to recognize two
touch modalities: “rolling” and “sliding” recorded using a 4×4 tactile sensory
array. The K parameter has varied to 3,5 and 7, and 10-fold cross-validation
was applied to obtain credible results. The best classification accuracy was
89.6% for K = 3.

Another robust discriminative algorithm is SVM. SVM classification
embraces the concept of a decision boundary that separates two different
classes. This boundary is in the form of a hyperplane that is constructed in
the training phase. The data points that lie on the boundary lines are called
support vectors (SVs) as shown in Figure 6.4. These SV s are required for the
classification phase.

Consider a training data labeled as (xi, yi), i = 1, 2, . . . , N , yi ∈
{−1,+1} and xi ∈ Rd. The hyperplane is the plane that separates the two
classes of squares and triangles. Any pattern x that belongs to the hyperplane
in the feature space can be described by Equation 6.6, where w is a normal
vector to the hyperplane and b is a constant

wx+ b = 0 (6.6)
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The data points are separated by the two hyperplanes described in Equa-
tions 6.7 and 6.8, thus, the main objective is to maximize the distance between
them:

wx+ b = +1 (6.7)

wx+ b = −1 (6.8)

The optimum separation hyperplane conditions can be formulated into
the expression given by Equation 6.9 where the distance ‖ w ‖ needs to be
minimized:

yi(wxi + b) ≥ 1, i = 1, . . . , N (6.9)

In most ML classification problems, the training data can’t be linearly
separated in the original space. Thus, the input space is mapped to a higher
dimensional one where linear separation is feasible. Such mapping is a com-
putationally expensive task, especially for large-scale applications. Therefore,
SVMs utilize kernel functions K(xi, xj) that replace the inner product of the
optimization problem in Equation 6.9 as given in Equation 6.10:

yi(K(xi, xj) + b) ≥ 1, i = 1, . . . , N (6.10)

The most common kernel functions used are linear, polynomial, sigmoid,
and Gaussian radial basis function (RBF) [35]. In the SVM classification
phase, a new unseen sample is classified according to the function given in
Equation 6.11:

F (x) = sign
(∑

αiyiK(xi, x) + b
)

(6.11)

Five objects that have the same size, but different weights are covered
with the most common surface textures (e.g. rough, sand, glass, etc.). These
objects have been used to test the ability of an NAO robot to classify objects
using an SVM classifier [28]. The paper claims a classification accuracy of up
to 100%. In Ref. [36], a robotic hand with 5 fingers and 20 active degrees of
freedom was equipped with a BioTac sensor to classify 20 daily used objects
(e.g. ball, bottle, sponge, etc.). A least square SVM (LS-SVM) [37] classifier
was adopted and a discrimination accuracy rate up to 97% was achieved.
SVM has been also used in Ref. [32] for differentiating between eight nickel
surfaces based on their roughness and it provided an accuracy rate up to 78.8
± 14% using an RBF kernel.

Another set of ML algorithms that has been used for tactile data pro-
cessing and reported in the literature includes locally weighted projection
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Table 6.1 Computational complexity of machine learning algorithms
Algorithms Applications Training Classification
Naı̈ve Bayes Classification O(nf) O(f)

Decision Tree Classification/Regression O(n2f) O(f)

SVM (kernel based) Classification/Regression O(n2f + n3) O(nSV f)

KNN Classification/Regression – O(nf)

Linear Regression Regression O(f2n+ f3) O(f)

Random Forest Classification/Regression O(n2fntrees) O(fntrees)

regression [38], extreme learning machine [39], regularized extreme learning
machine [40], and K-means clustering [41]. All these algorithms achieved a
classification accuracy rate of 85 ± 10%.

These algorithms will be implemented on different hardware devices/
platforms to be used as an EPU for the designed e-skin. When embedding
ML algorithms in the e-skin, the implementation must maintain the hardware
complexity, latency, and energy consumption as low as possible for portable
and battery-powered devices. This means that an algorithm might support
a certain application with high accuracy but contradicts with the available
hardware space. Thus, a trade-off between the required accuracy and the
available hardware space is to be considered. The trade-off is directly related
to the computational complexity of these ML algorithms. Table 6.1 shows
the computational complexity of the most commonly used algorithms in the
Big-O notation [42], where n is the size of the training set, f is the number
of features, ntrees is the number of trees, and nSV is the number of support
vectors.

The complexity given in Table 6.1 has been analyzed based on the degree
of complexity provided by Figure 6.5. It is noticed that algorithms such as DT
and SVM involve complex training phase that increases quadratically for a
large number of training points. For linear regression (LR), the training phase
complexity also increases quadratically with the number of features, which
is usually less than the number of training points. Meanwhile, the DT, SVM,
and LR classification phases are relatively less complex. For NB, the training
phase is less complex compared to the SVM and DT with a low complexity
classification phase too. This is due to the linear complexity compared to the
quadratic one in the case of the SVM and DT. Similarly, the complexity of
the classification phase of the KNN increases linearly with the increase in
the number of training points and the number of features, and the same is
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Figure 6.5 Big-O complexity.

observed from Equation 6.5. Although KNN doesn’t have a separate training
phase, it imposes a higher complexity compared to algorithms such as SVM
(n� nSV).

6.2.2.2 Deep learning
Deep learning (DL) is a kind of artificial neural network (NN) where the
network has more hidden layers inside it [43]. Usually, DL is used as a
classification and feature extraction method at the same time (especially in
image processing); so, no handcrafting of features is required [44, 45].

A convolutional neural network (CNN) is a deep neural network – the
name is derived from the convolutional layers used in this network – that
is usually used in image processing. In tactile sensing, different works used
DNN or CNN for tactile data classification.

In Ref. [7], the CNN is used to evaluate four attributes for 23 gel-like
foods: elasticity, smoothness, stickiness, and granularity. Four separate CNNs
were trained where the input is a time series image coming from a pressure
sensor. The image is 44 × 44 pixels (without the boundaries) in size. The
network has four outputs, and each one corresponds to the sensory evaluation
of a single attribute e.g. elasticity.

A high-resolution tactile sensor attached to a robotic arm was used to
collect pressure maps of 22 daily-life objects, of 28 × 50 pixels each in
Ref. [46]. Different CNNs were used, some pretrained on millions of images



124 Efficient Algorithms for Embedded Tactile Data Processing

[47], and others were built from the scratch. A combination of two CNNs was
used for tactile data classification: one CNN for sequential data coming from
tactile sensors (32 × 32 × 32) and another coming from visual interesting
points (25× 3) for identifying eight simulated objects: plane, bird, car, chair,
hand, vase, quadruped, and head. Combining these two networks showed an
improvement compared to the results obtained from tactile data only without
visual guidance [48].

In Ref. [49], benchmark image processing CNNs were used to classify
tensorial data collected from 4 × 4 tactile sensors by transfer learning. The
CNNs were trained on a large number of images, and then retrained on syn-
thetic images coming from tactile sensors to classify three touch modalities:
brushing, rolling, and sliding.

6.3 Embedded Processing System

6.3.1 Hardware Platforms

The hardware platform must be able to handle the complexity of the algorithm
while achieving the expected performance in terms of time latency and
energy consumption. A wide selection of hardware devices and platforms
maybe used to implement the tactile processing algorithms. Some sound and
widely used devices include field programmable gate array (FPGA), graphics
processing unit (GPU), microcontroller unit (MCU), parallel ultralow-power
platform (PULP), tensor processing unit (TPU), application-specific inte-
grated circuit (ASIC), and platforms include Raspberry Pie, ZedBoard,
Zynqberry, Python Productivity for Zynq (PYNQ), etc.

The available hardware devices and platforms differ in size, target pro-
gramming language, area utilization (LUT, FF, DSP, BRAM, etc.), maximum
operating frequency, etc. Table 6.2 presents the common characteristics of the
most used hardware devices and platforms related to the variety of machine-
and deep learning applications.

Taking into consideration the information presented in Table 6.2, an
FPGA is suitable for implementing simple/moderate ML algorithms such as
the LR or DT, while a neural network is the best fit on a GPU. Similarly,
a more complex algorithm such as the KNN/SVM can be implemented on
the FPGA, PULP, or ZedBoard/Zynqberry but the best choice depends on
the application requirements. For example, choosing the GPU for a wearable
device (e.g. smart watch) is not feasible, and the same can be said for
implementing AI training on a microcontroller. Besides, the development
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Table 6.2 Comparison of hardware devices/platforms
Framework/
Programming

Types Names Languages Strengths Weaknesses
Device FPGA VHDL, Verilog,

C/C++ with
OpenCL,
SDAccel, HLS

High performance
per watt,
parallelism

Not suited for
floating-point
operations, long
development
time,
programming
difficulty

GPU OpenCL,
NVIDIA
CUDA,
C/C++, Java,
Python

Massive
processing power
for image, video,
and signal
processing

High power
consumption,
need for API
frameworks to
take advantage of
parallelism

ASIC Application-
specific, ex:
TensorFlow for
TPUs, tools
from
manufactures

Optimum
combination of
performance and
power
consumption

High cost, long
development
time, not
configurable

Platform PULP C language only Low power
consumption,
tunable
performance,
Open source

Low size on-chip
memory, long
development time

ZedBoard/Zynqberry – adopts characteristics of FPGA and ARM processors
– Pluses: Ability to use FPGA as a hardware accelerator,
Linux Development

PYNQ – adopts characteristics of FPGA and ARM processors
– Pluses: Python Programming, Arduino and Raspberry
Pie shield connectors

time is a key issue to consider, especially for complex ML/DL algorithms
such as implementing a CNN using VHDL language. All these considerations
are to be discussed before selecting an appropriate hardware platform.

In general, the GPU is one of the best performers for fast ML processing.
This is due to the available high memory bandwidth and a large number of
processing cores. On the other hand, GPU computations can be about four
times more expensive than CPU computations. So, if the gain in speedup is



126 Efficient Algorithms for Embedded Tactile Data Processing

Figure 6.6 Hardware platforms used for different ML and deep learning algorithms.

not relative to that cost, CPUs can be more suitable than GPUs. Moreover,
in each ML application, the training and testing implementations are not
correlated. Hence, the GPU can be used for neural network training, while
preserving the CPU for testing purposes. The same analogy can be viewed
for all the hardware platforms. Figure 6.6 shows the hardware platforms
reported in the literature that are used with the increased complexity of ML
algorithms.

Although Section 6.2 provided an overview of machine- and deep learn-
ing algorithms that have been used for tactile data processing, the imple-
mentation of these algorithms on hardware platforms is still a challenge.
The hardware implementations of the above-highlighted algorithms will be
assessed even for different applications i.e. not limited to tactile data. This is
because of the lack of such implementations for tactile data processing. More-
over, this assessment will help in studying the feasibility of implementing the
algorithm itself on each hardware platform.

Table 6.3 presents some the hardware implementations of different ML
algorithms. The implementation of Naı̈ve Bayes has been carried out on
Virtex-4 FPGA consuming a total of 2% occupied area for handwriting recog-
nition problem of 70,000 samples [50]. In Ref. [51], a parallel architecture
of NB has been implemented using the GPUs. For document classification
problem, a speedup up to 34× and 11× can be achieved compared to
sequential and parallel versions, respectively, using CPU. The GPU used was
GeForce GT520 2GB graphics card and the number of used documents is
861,454. A pipelined DT implementation on FPGA has been presented in
Ref. [52]. The development board used was Digilent Nexys-2 Spartan-3E
FPGA board. The complete DT model required 6442 LUTs, 5336 FFs, and
22 block RAMs, which resemble 62% of area utilization. For a tree with
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Table 6.3 Embedded machine learning on different hardware devices/platforms
Algorithms Devices/Platforms Implementation Results
Naı̈ve Bayes Virtex-4 FPGA 2% area utilization

GeForce GT520
GPU

34× speedup compared to Intel Core 17-2600 CPU
operating at 3,40 GHz,

Decision Tree Digilent
Nexys-2
Spartan-3E
FPGA

62% area utilization
Time latency of 220 ns for a tree with 100 tuples

GeForce GTX
650 Ti

485× speedup compared to quadcore processor
(Intel Core i7-870, 8M Cache, 2.93 GHz),

SVM ARM 53
processor

1530 mW power consumption running at 990 MHz

Jetson TX2
GPU

29× speedup compared to ARM 53 Processor
2090 mW power consumption running at 854 MHz

Artix-7 FPGA 6× increase in throughput compared to Raspberry Pi
3B
1/5 power reduction compared to Raspberry Pi 3B

Virtex-7 FPGA 30% area utilization
A peak performance of 302 G-ops while consuming
1.14 W

PULP 34x speedup compared to ARM Cortex M4 running
at 168 MHz
Power consumption <150 mW

ASIC 0.3 mm2 area utilization using 65 nm CMOS
technology
Energy of 13.4 nJ running at 5 Hz nominal frequency
42x energy efficient more than Artix-7 FPGA

KNN ASIC 0.16 mm2 area utilization using 65 nm CMOS
technology
Energy of 0.31 nJ running at 59 Hz nominal
frequency
12x energy efficient more than Artix-7 FPGA

Artix-7 FPGA 5x increase in throughput compared to Raspberry Pi
3B
1/4 power reduction compared to Raspberry Pi 3B

ARM 53
processor

Power consumption of 1480 mW running at 990
MHz

Jetson TX2
GPU

29x speedup compared to ARM 53 Processor
Power consumption of 2120 mW running at 854
MHz
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100 tuples, a time latency of 220 ns was recorded. A set of NVIDIA boards
was used to evaluate the performance of DT models for large-scale data [53].
A maximum mean speedup of 585× for a dataset of 10 M instances was
obtained. The authors in Ref. [54] have implemented the KNN and SVM
classifiers on ARM 53 processors, Jetson TX2 GPU, Artix-7 FPGA, and
ASIC. The proposed SVM and KNN classifiers on the ASIC platform occupy
an area of 0.17 mm2 and 0.3 mm2 while dissipating 39.4 mW and 76.9
mW, respectively. The experimental results showed that the use of FPGA and
ASIC lead to the highest throughput (decision/s) as well as the lowest power
consumption. The obtained results were also superior to the one obtained
when using Raspberry Pi.

For a touch modality classification problem, two architectures for ten-
sorial SVM [2] and DCNN [49] have been applied on Virtex-7 FPGA
and Jetson TX2 development board from NVIDIA, respectively. The FPGA
implementation provided a real-time classification and a power consumption
of 1.14 W. In Ref. [55], a tactile data decoding module using SVM based
tensor kernel algorithm for touch modalities was implemented on PULP [56].
The decoding module ensured a power consumption of less than 150 mW
for a wearable device requirement. The proposed implementation runs 34×
faster than an ARM Cortex M4 running at 168 MHz at the same power
consumption. In Ref. [57], an Enclustra SX1 FPGA was used to process
the tactile data obtained by a novel Hex-O-Skin, while a PIC32 MCU has
been utilized to obtain the pressure data from two PVDF tactile sensors [30].
Another 32-bit microcontroller, Teensy 3.2, was adopted as the main unit of
a Vibrotactile Stimulation system [58].

6.4 Case Study: Touch Modality Classification

The touch modality classification problem has been the focus of several works
in the literature e.g. [26, 27, 39]. We have surveyed the literature for the
different ML algorithms used for touch modality classification. Based on
this survey, most of the works reported that the SVM and KNN are the most
effective ML algorithms to deal with this problem.

This section introduces the experimental setup used for touch modality
classification in terms of the used dataset, preprocessing techniques and the
performance of the algorithms in terms of classification accuracy. Then, the
FPGA implementation of these two algorithms is presented and analyzed.
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6.4.1 Experimental Setup

The touch modality problem we are targeting is the binary classification
problem i.e. “sliding a finger” vs “rolling a washer” [26]. The dataset used
contains data for 70 participants. Each participant performed a touch on a
4 × 4 tactile sensor for 10 seconds on both the horizontal and vertical direc-
tions. Thus, the final dataset contained 280 patterns. Using a 3 kHz sampling
frequency, each touch was presented as a tensor of size 4×4×30, 000, where
30,000 raw samples were recorded from the 4×4 sensor during the 10 s dura-
tion. KNN [34] and SVM [26] classifiers based on the tensorial representation
of input were recently proposed for the binary classification problem.

• KNN classifier: The authors have applied a feature extraction process on
the initial dataset. First, the samples outside the range of 3.5 to 7 s were
removed as they involved static movement or noisy information. Then,
the mean of each 30,000 samples was calculated, resulting in a tensor of
size 4 × 4 × 1. Several simulation scenarios were studied and reported
in Table 6.4 [34].

• SVM classifier: The authors have considered the data acquired in the
first 7 out of 10 s using the same sampling frequency of 3 kHz. This
resulted in a tensor size of 4× 4× 21000. Such tensor size imposed an
impractical computational task. Thus, the amount of energy provided by
each single element of the sensor was analyzed. This task showed that
only a portion of the 21,000 elements carry actual information. Then, a
subsampling strategy was applied to find the best tensor 3rd dimension
size D. The different simulations carried out are summarized in Table 6.5
[26] where λ, σ, and α represent the kernel parameters used.

The results in Tables 6.4 and 6.5 justify the use of KNN and SVM to
support the touch modality classification problem with their classification
accuracy. Recalling that these ML algorithms will be embedded into an
electronic skin, the following section details the implementation of these

Table 6.4 KNN classification results
Classification Accuracy (%)

Training Dataset Size K = 3 K = 5 K = 7
80% split 84 80.3 79

85% split 86 83.3 81

90% split 82.1 82.1 82.1

10-fold Cross Validation 89.6 89.3 89
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Table 6.5 SVM classification results
Simulation Classification Accuracy (%)
Scenario D = 20 D = 50 D = 100
Run #1 85 (λ = 0.1, σ = 1,

α = Qz/2)
83.5 (λ = 0.1, σ = 1,
α = Qz/2)

83.5 (λ = 0.1, σ = 1,
α = Qz/2)

Run #2 87.5 (λ = 1, σ = 24,
α = Qz/2)

85 (λ = 10, σ = 23,
α = Qz/2)

90 (λ = 1, σ = 2−1,
α = 0)

Run #3 80 (λ = 0.1, σ = 21,
α = Qz/2)

87.5 (λ = 1, σ = 22,
α = Qz/2)

90 (λ=1, σ=22, α=
Qz/2)

algorithms on FPGA by exploring the hardware area occupied, time latency,
and power consumption.

6.4.2 Implementation Details

The FPGA implementation of the tensorial SVM classifier is reported in Ref.
[2]. The paper proposed two different architectures: cascaded and parallel
to reach an adequate trade-off between real-time functionality and hardware
resources. The parallel implementation reported 1.14 W power consumption,
while achieving a peak performance of 302 G-ops. A tensor size of 8×8×20
is used to represent the input data.

As for the KNN, the implementation is carried out using high-level
synthesis (HLS) on Zynqberry [59]. The KNN classifies the unseen sample
by executing the following steps: (1) distance calculation from the unseen
sample to all the training samples, (2) the calculated distances are sorted in
ascending order, and (3) theK = 3 neighbours with the smallest distances are
chosen, and the output class is the class of the majority of the three neighbors.
The KNN classifier was coded in C++ and optimized using Vivado HLS
directives. Then, it was exported as an RTL intellectual property (IP) block.
The IP was imported into Vivado to obtain the implementation report. The
report showed that the KNN classifier consumes 236 mW while classifying a
new sample within 1 ms.

Tables 6.6 and 6.7 summarize the outcome of the implementa-
tions on FPGA. KNN was implemented on the Zynqberry Platform
(XC7Z010ICLG225-1L FPGA) operating at 100 MHz. SVM implementation
was carried out on Virtex-7 XC7VX980T operating at 120 MHz.

The obtained results illustrate the feasibility of the implementation of the
most used ML algorithms for tactile data processing. For embedding these
algorithms into e-skin, some observations must be considered. For KNN,
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Table 6.6 Implementation details for SVM on FPGA
Tensor Training Occupied Time Power

Algorithm Size Tensors Area Latency Consumption
SVM 8× 8× 20 100 13% <200 ms 1.14 W

Table 6.7 Implementation details for KNN on FPGA
Tensor Training Occupied Time Power

Algorithm Size Tensors Area Latency Consumption
KNN 4× 4× 1 280 3% <3 ms 236 mW

although the obtained power consumption is low, this could increase dra-
matically if the training size is large. As for SVM, the power consumption is
relatively high, and the occupied area may not be suitable for e-skin size. It is
worth noting that these two algorithms use a tensor-based input data, which is
reported to preserve the initial information of the touch [60].

Taking these results into consideration with the complexity study in
Table 6.1, and the implementations reported in the literature, several solutions
were proposed to decrease the complexity of the embedded ML implemen-
tations [54, 55]. One of the effective solutions is the use of approximate
computing techniques (ACTs). The authors in Ref. [61] have presented an
approach for applying algorithmic level ACTs for the discussed KNN and
SVM implementations. A circuit-level ACT is presented in Ref. [62] that
utilizes the use of inexact accumulators for ML algorithms. For instance,
the classification phase of the KNN and SVM can be accelerated up to 2×
and 3.2× while achieving 30% and 41% power reductions, respectively,
when applying algorithmic-level ACTs. Also, power savings up to 69% is
achieved when the inexact accumulators are used in the SVM classifier
implementation.

6.5 Conclusion

This chapter introduced the state-of-the-art processing algorithms used for
tactile data processing. Starting with feature extraction algorithms to obtain
a meaningful representation of data, the chapter proceeds to machine- and
deep learning algorithms used for classification and regression applications.
Then, several existing hardware platforms were studied as candidates for
embedding the algorithms in the e-skin. Finally, two of the presented algo-
rithms (KNN and SVM) were adopted for a touch modality classification
problem. Similarly, the implementation of these algorithms was conducted on
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two different platforms: Virtex-7 and Zynqberry. The obtained results showed
a low latency and area size while delivering considerably challenging power
consumption in the case of the SVM. Such a challenge has been tackled using
approximate computing, reaching a speedup of up to 3.2× with 41% power
reductions, without affecting the quality of the target application.
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The electronic (e-skin) system usually hosts many sensors coupled to an
embedded electronic computing unit (ECU). The ECU extracts information
by employing usually complex computing methods, e.g. machine learning
(ML). Embedding ML algorithms poses challenges in terms of hardware
resources and energy consumption because of (1) the high amount of data
to be processed and (2) the computationally demanding computing methods.
Leveraging on the trade-off between quality requirements versus compu-
tational complexity and time latency could reduce the system complexity
without affecting the performance. In this chapter, we present the state-of-the-
art approximate computing techniques (ACTs) employed at the circuit level
for embedded ML algorithms and we prove the feasibility of the ACTs in
the e-skin systems. Approximate arithmetic circuits, mainly multipliers and
adders, are implemented in the embedded ML algorithms to enhance their
efficiency. Approximate circuits can reduce the hardware complexity up to
16% at a cost of accuracy loss less than 5%.

7.1 Introduction

Energy-efficient circuits have become a substantial need for designing
embedded computing systems for application domains such as wearable and
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Figure 7.1 Design approach of approximate computing.

health-care devices. In particular, ECU is needed for the development of the
e-skin [1]. The e-skin system embeds autonomous and networked sensors;
each sensor hosts many input tactile sensors coupled to the ECU and power
supply [2]. The ECU locally extracts meaningful information by employing
usually complex computational methods, e.g., ML [3], and deals with large-
size datasets; however, this imposes challenges on the real-time operation and
adds a load on power consumption.

In recent years, the approximate computing paradigm has become a
significant major field of research since it may enhance the energy efficiency
and performance of digital systems. ACTs target error-resilient applications
to trade accuracy for power consumption, time latency, and hardware size
[4, 5]. ACTs can be applied at algorithmic, architectural, and circuit levels
as shown in Figure 7.1. Usually, approximate results are acceptable for many
applications, e.g., tactile data processing [3, 6] image processing [7], and data
mining [8]; thus, it is possible to take advantage of energy reduction with
minimal variation in performance [9].

In this perspective, the chapter presents the implementation of approxi-
mate arithmetic circuits in two blocks of the ECU: signal processing and data
decoding. The signal processing block is based on low-pass finite impulse
response (FIR) filters, and the data decoding employs ML algorithms, e.g.,
touch modality classification.

This chapter is organised as follows: Section 7.2 presents the state-of-
the-art of low power low-pass (FIR) filters. Section 7.3 presents the impact
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of using approximate multipliers on FIR filter in the signal processing stage.
Section 7.4 provides a summary of the state-of-the-art ACTs employed for
embedded ML algorithms at the circuit level. Section 7.5 shows the imple-
mentation results obtained in terms of energy consumption and time latency
after applying ACTs to the most expensive arithmetic circuits employed in
data decoding. Section 7.6 summarizes the results.

7.2 Approximate Computing for Low-Pass Fir Filters

The e-skin system should acquire raw sensors’ data, pre-process signals,
and extract meaningful and relevant information. Usually, a digital low-pass
FIR [10] filter reduces the noise contribution of the acquired signals. In this
section, we introduce the state-of-the-art low power low-pass FIR filters for
DSP applications and we show the implementation results of a case study
dealing with six approximate FIR filters. The FIR filter circuit architecture
[11] is shown in Figure 7.2. The operation of N − tap FIR filter with input
x(n), output y(n), and filter coefficients H(m) is shown as

y(n) =
N−1∑
m=0

H(m)× x(n−m) (7.1)

Each input in the FIR filter is multiplied by the filter coefficients and then
the results are added together to generate the output; this results in a high
number of operations, i.e., mainly multiplications and additions.

Most of the proposed works in the state-of-the-art approximate FIR filters
concentrate on minimizing or eliminating the multipliers in the FIR filters.
Multipliers are substituted by multiple constant multipliers (MCM) having
only shift-and-add operations [12]. The cost can be reduced when combining
the MCMs with a canonical signed digit (CSD) [12], or with common subex-
pression elimination (CSE) [13]. On the other hand, different techniques are
proposed to reduce the critical path for high throughput. In Ref. [14], weights

Figure 7.2 Structure of low pass finite impulse response filter.
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Table 7.1 Comparison of various FIR designs [18]
FIR Filters Number of Taps Bit Widths Adders
Approximate FIR 108 [20] 108 9 4bit-truncated n

Approximate FIR 279 [21] 279 12 6 bit-truncated

Approximate FIR 119 [19] 119 16 11 bit-truncated

Approximate FIR 61 [19] 61 16 12 bit-truncated

Approximate FIR 28 [19] 28 16 13 bit-truncated

Approximate FIR 13 [19] 13 16 14 bit-truncated

are employed as addresses to access the LUT which implements the addition
operation. To improve efficiency, a more efficient DA is suggested in Ref.
[15] for the block least mean square algorithm (BLMS). Power/area/latency
is improved when updating the LUT process. However, the size of the LUT
is large and increases area and power consumption. DA-based FIR filters
perform better for low-order filters. For high-order filters, DA architectures
are more efficient when employing decomposition techniques. In Ref. [16], an
implementation which consists of shared LUTs is proposed to implement the
DA for a reconfigurable FIR filter. A reduction in energy consumption (15%)
is observed when compared to the systolic decomposition of a DA-based
design.

However, Refs. [17, 18] show that ACTs outperform the low-power
techniques presented previously for FIR. Since multiplication and addi-
tion account for more than 50% of the area and power consumption [17],
implementing approximate multipliers and adders is considered a promising
approach. Further, Ref. [18] shows that employing ACTs on FIR designs
reduces the area by 35% and the power consumption by around 27%.

In the following, we present the result of a case study [18] concerning the
implementation of six approximate CSD-FIR filters [19–21] using truncated
adders. Table 7.1 shows the specifications of each FIR filter. Figure 7.3 shows
the area/energy reduction of each approximated FIR filter. The reason behind
implementing truncated adders in the FIR filter is since the least significant
bits (LSBs) in the adder could be omitted, the LSBs have little impact on
the output [18]. According to Ref. [18], the number of truncated bits (k)
is computed in such a way that the average error does not exceed 1 ulp
(unit of least precision). The ulp unit is used for error analysis for FIR
filter [22]. Figure 7.3 shows that the approximate FIR 13 and approximate
FIR 119 achieve, respectively, an area and power reduction by up to 35%
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Figure 7.3 Percentage of area and energy reduction of FIR filters for different numbers of
taps [18].

and 27%. Among the four FIR filters having the same bit width (16 bits),
the approximate FIR 19 has the highest power consumption reduction (27%)
since the number of truncated bits decreases with the increasing of filter order.

7.3 Approximate Filters for E-skin

This section presents the implementation results of approximate multipliers
from the state-of-the-art FIR filter in the e-skin. A fully parallel 16-tap low-
pass (FIR) filter based on transposed form architecture (16 bits dynamic
range) [23], is employed in the e-skin system. Approximate multipliers
are adopted in the FIR filter to reduce its complexity. The FIR filters are
implemented on Virtex-7 xc7vx485tffg1157-1.

In the following, we present the impact of using ACTs on the FIR filter
and how such techniques affect the results in terms of signal-to-noise ratio
(SNR) and power consumption.

The SNR is calculated with reference to the exact filter which employs
the exact Baugh-Wooley multiplier [24]. Table 7.2 shows the results for six
different approximate multipliers. Among the five approximate multipliers
[25–28] achieve the best performance in terms of SNR. However, Ref. [25]
shows respectively an improvement of power consumption and area by 45%
and 13% with respect to Ref. [24]. The power and area of Ref. [26] are
reduced by 35% and 15%, respectively. However, BW-AXA reached values
(i.e. 3 dB) far from being accepted for the application. Applying ACTs on the
FIR filter could achieve an improvement of power consumption by an average
of more than 40% at the cost of less than 0.3 dB degradation in the SNR.
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Table 7.2 Signal-to-noise ratio, power, and area reduction of FIR based multipliers
FIR-based Multipliers SNR (dB) Power Reduction (%) Area Reduction (%)
Exact BW [23] 23.3 – –

Kulk [24] 23.2 45 13

ROBA [25] 23 65 15

Evo25 [26] 19.2 68.5 10

META [27] 16.8 48 15

Shaf [26] 15.7 49.5 20

7.4 Approximate Computing for Embedded Machine
Learning

This section assesses circuit level ACTs employed in the literature for the
embedded implementation of ML algorithms. Figure 7.4 introduces graph-
ically main techniques, i.e., approximate arithmetic circuits, approximate
memory, and quantization [29].

7.4.1 Approximate Arithmetic Circuits

ML algorithms require a high number of multiplications, which increases
the complexity of the hardware implementation. Introducing approximate
multipliers in the embedded ML implementation could reduce meaningfully
the circuit complexity. Table 7.3 shows the performance results of the ACTs
techniques for different ML applications. Several approximate multipliers
for the ML algorithms are proposed in the literature [8, 30–32]. However,
Ref. [30] evaluated the use of an alphabet set multiplier (ASM) in a deep
neural network, i.e., the conventional multiplication is substituted by simpli-
fied shift and add operations [30]. The power consumption is reduced from
18% to 27% at the cost of an accuracy loss of less than 0.4%. In Ref. [31],

Figure 7.4 Approximate computing techniques for embedded ML at circuit level.
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Table 7.3 Comparison of approximate computing techniques for embedded machine learn-
ing algorithms at circuit level

ML and DL Accuracy
Technique Design Approach Algorithms Performance Degradation
Approximate
Multipliers

Add and shift
operations [30]

DNN 18% till 27%
energy savings

<0.5%

Inexact logic
minimization
approach [31]

NN 44% till 62% power
savings

MSE = 2

Approximate BW
[63]

SVM based
tensorial
kernel
approach

16% energy savings <5%

Approximate
Adders

IMPACT
adders [33]

CNN 30% power savings 14%

LOA adders [32] NN 50% area delay
product reduction

Approximate
Memory

Hybrid 8T-6T
SRAM cell [30]

DCNN 0.5 V reduction of
the operating
voltage

<0.6%

Approximate
on-chip caches [36]

CNN 1.3× speedup
improvement

1%

Approximate
memory
compression [41]

8 K-means,
Fuzzy
K-means

1.2× energy
savings and 11.5%
reduction in time

1.5%

Linearly
compressed
pages [40]

NN 9.5% energy
reduction

5%

Quantization Reduced precision
data [42]

CNN 2× energy savings 1%

Quantizer
design [44, 47]

NN 20% model
reduction

No accuracy
loss

Lowering the
precision [45]

DCNN 5× reduction of
power and area

1%

Deep Neural Network (DNN), Neural Network (NN), Support Vector Machine (SVM), Convolutional
Neural Network (CNN), Deep Convolutional Neural Network (DCNN).

the energy efficiency is improved by 43.9% to 62.5% after implementing the
approximate multiplier using the inexact logic minimization approach in a
neural network.

The addition is also a fundamental operation and has a significant influ-
ence on the performance of the computational system. In Ref. [33], the
authors have selected five configurations for one approximate adder called
IMPACT adder. The power consumption is improved by 30% when the
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approximate adder is introduced into a deep convolutional neural network
(CNN) architecture based on LeNet-5 [34]. In Ref. [32], authors proposed the
use of lower-part-OR adder (LOA) and the broken-array multiplier (BAM) in
a three-layer neural network for face recognition and in the hardware defuzzi-
fication block of a fuzzy processor. The power delay product decreased by
around 50%.

7.4.2 Approximate Memory

Memories in the embedded electronic systems have a significant impact on
their energy consumption. Optimizing the memory cells improves meaning-
ful energy efficiency [35]. We will introduce some examples. The authors
in Ref. [30] have applied the approximations to weighted synapses that
interconnect different layers and proposed a hybrid 8T-6T SRAM cell. The
MSBs are stored in the 8T bit-cells while the LSBs are stored in the 6T
bit–cells. After implementing the hybrid 8T-6T SRAM cell in a deep, fully
connected network, the operating voltage is reduced from 0.85 V to 0.8 V
at the cost of an accuracy degradation of less than 0.5% for 12-bit synaptic
weight.

Some works have focused on approximations within on-chip caches
such as in Ref. [36], where a novel asymmetric compute-memory extension
(ACME) is introduced. The ACME consists in modifying the format of data
in the memory by removing the marginal bits. This reduces the cost of storing
and moving bits throughout the memory hierarchy. The speed is improved by
1.3× at the cost of accuracy loss of less than 1%. In Refs. [37, 38], the energy
efficiency is improved by proposing a quality-configurable memory array and
a STAxCache called (spintronic approximate cache). Quality configurable
memory aims to store data at different levels based on the requirement of
each application. STAxCache is based on approximate L2 cache architecture,
which aims to retain the full flexibility of a conventional cache. In Ref. [37]
the energy efficiency is improved by 19.5% at the cost of less than 0.5% of
accuracy loss, whereas in Ref. [38] the energy is improved by 1.44× in the
L2 cache with same accuracy loss.

Other efforts have been focusing on memory compression, such as in
Ref. [39], where the authors introduced a memory compression scheme to a
DNN architecture to reduce its energy consumption. In Ref. [40] the authors
have proposed a technique called linearly compressed pages (LCP), which
compresses all of the cache lines within a given page to the same size. The
energy efficiency of the main memory subsystem is decreased by 9.5%. Based
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on the memory compression approach mentioned earlier, the authors in Ref.
[41] have enhanced the memory controller to be cautious of the memory
regions containing approximation resilient data. Data written-to/read-from
these regions is compressed and decompressed. This technique is applied to
8 ML benchmarks and improvement of 1.28× in DRAM energy and 11.5%
in time execution is achieved, respectively, for less than 1.5% accuracy loss.

7.4.3 Quantization

Quantization is used as a hardware approximation technique: the floating-
point operations are substituted by fixed point ones. Fixed-point implemen-
tation is explored in different works. The authors in Refs. [42–46] have used
different data formats representation such as floating point, fixed point, and
dynamic fixed point to train the neural network. They showed that low or
limited precision data can be used for training and inference.

Low precision data techniques are applied in different architectures such
as the DNN and CNN. A reduction of data footprint by an average of 74%
up to 92% at the cost of an accuracy loss of 1%, in the CNN, is shown in
Ref. [43]. In deep-learning accelerators (e.g., dLAC), the low precision (2-bit)
weight approach adopted in Ref. [45] improved the power and area of the
accelerator by 5×.

The quantizer design proposed in Ref. [44] for the CNN reduced the
model size by 20% without any loss in accuracy on the CIFAR-10 bench-
mark. However, Gysel et al. [47] proposed a framework called ‘Ristretto’,
which reduces the size of the models by employing fixed-point representation
instead of floating point and by re-training of the CNNs based on the Caffe
framework [48]. They showed that the storage requirements and the multiplier
energy could be reduced, respectively, by up to 36% and 50%. The LookNN
approach [49], which aims to substitute the floating-point multiplications
with lookup tables, succeeded in improving the energy and the speed by 3×
and 2.6×, respectively, when compared to the traditional GPU architecture
implementation.

7.5 Approximate Embedded Machine Learning for E-skin

ML algorithms provide powerful solutions for non-linear and complex prob-
lems through a ‘learning by examples’ approach. Such methods are employed
to design predictive systems that can make decisions on unseen input samples
[50, 51]. In the case of data decoding, ML methods have been investigated
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Figure 7.5 Functional steps of tensorial kernel approach.

to extract structured information from raw data, e.g., texture/touch modality
classification. For the touch modality classification task, a tensorial kernel
approach to preserve the inherent structure of the original data in the e-skin
system has been proposed [52].

In this section, we will briefly describe the tensorial kernel approach.
Then, we will discuss the improvements obtained in terms of energy con-
sumption and time latency after applying ACTs to the most expensive
arithmetic circuits.

7.5.1 Tensorial Kernel Approach

Usually, ML approaches are not employed to handle data in tensor form.
Figure 7.5 illustrates the functional blocks of the approach proposed in Ref.
[52]. The input tactile data generated from the sensor array are arranged
in a three-dimensional tensor through the tensor arrangement block. The
singular value decomposition (SVD) computes the eigenvectors of the three
matrices unfolded from the tensor. Then, the classification block classifies
touch modalities after computing the kernel function.

The SVD is a complex circuit [53]. To assess the computational cost
of the tensorial kernel approach, a case study in Ref. [54] has been taken
into consideration. The number of operations needed for real-time single
classification has been evaluated in Ref. [54]. Based on the reported results,
classifying three touch modalities poses a tough challenge for the e-skin
system.

7.5.2 Coordinate Rotational Digital Computer Circuits

CORDIC circuit is based on the concept of rotational geometry as described
by Volder [55, 56]. The complexity lies in the computation of the angle
of rotation (i.e., cosine and sine functions) and in the management of the
rotations. CORDIC is a block of the SVD. The following section intro-
duces the CORDIC algorithm and describes the steps followed to apply the
approximate computing techniques.
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7.5.2.1 CORDIC algorithm
CORDIC algorithm consists of a sequence of shift-add operations to compute
several functions. CORDIC is usually employed in two modes: vectoring and
rotating. In the vectoring mode, the input vector is rotated by any angle which
aligns the resultant vector with the horizontal axis. In the rotation mode, the
desired rotation angle initializes the angle accumulator. The rotation decision
criteria (di) at each iteration diminishes the magnitude of the residual angle
in the angle accumulator. The decision at each iteration is based on the sign
of the residual angle. The iteration equations are given by

Xi+1 = Xi − Yi × di × 2−i

Yi+1 = Yi +Xi × di × 2−i (7.2)

Zi+1 = Zi − di × tan−1(2−i)

where di = +1 if Yi < 0,−1 otherwise for vectoring mode
and

di = −1 if Zi < 0,+1 otherwise for rotation mode
(7.3)

they provide the following results:

• Rotation mode:

Xn = An[X0cosZ0 − Y0sinZ0]

Yn = An[Y0cosZ0 −X0sinZ0] (7.4)

Zn = 0

• Vectoring mode

Xn = An

√
X2

0 + Y 2
0

Yn = 0 (7.5)

Zn = Z0 + tan−1

(
Y0

X0

)
7.5.2.2 Approximate CORDIC implementation
CORDIC uses a single shift-add operation for each component: x, y, and z,
as shown in Figure 7.6. A MUX (2:1 multiplexer), a shift register, and an
adder/subtractor are required for each unit as shown in Figure 7.6. Before the
beginning of computation, three input Xin, Yin, and Zin values are stored in
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Figure 7.6 CORDIC architecture.

Xreg, Yreg, and Zreg. The micro-rotation angles arctan 2−i are stored in the
ROM, where the input of the ROM i changes from 0 to 29 [57]. The FSM
is responsible for (1) enabling the multiplexer signals and (2) controlling
the ROM addresses. Addition and subtraction are performed simultaneously.
The current operation (addition or subtraction) is based on the sign of Zreg.
The cosXn and sinYn resulting from the CORDIC [58] computation are
computed after setting y0 = 0 and x0 = 1

An
where An = 0.6073 and n

is the index.
As shown in Figure 7.6, the exact CORDIC architecture is composed of

three ripple carry adders (exact adders) [59]; in this case study, approximate
adders are implemented.

The steps to implement the approximate CORDIC circuit in the case study
are described hereunder:

(1) Efficient approximate adder circuits from the literature have been
selected. The approximate adders belong to two classes: speculative
adders and approximate full adders.
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Figure 7.7 Power and latency reductions of CORDIC circuit.

• Speculative adders : (approximate XNOR-based adder (AXA) [60],
input pre-processing [61]).

• Approximate full adders: (approximate NAND-carry out bit [62],
approximate AND-carry out bit [62], (LOA) [32], and error tolerant
adder (ETA) [63]).

(2) Implementation of the approximate adders on Virtex-7 xc7vx485tffg
1157-1

(3) Evaluation of the performance
(4) Choosing the approximate adders in terms of accuracy and energy and

implementing them into the CORDIC block

The ETA and LOA have been selected. Figure 7.7 shows that the energy
consumption of CORDIC-ETA and CORDIC-LOA is reduced, respectively,
by 15% and 15.4% with respect to the exact CORDIC.

7.5.3 Singular Value Decomposition

The singular value decomposition (SVD) has been introduced by Jordan and
Betrami [64] for real square matrices. The SVD is a matrix factorization
method employed to analyse the structure and properties of a matrix. The
SVD is used to obtain the least square solutions of a system of linear equa-
tions [65]. In the following subsection, we will describe the SVD algorithm
and the hardware implementation as shown in Figure 7.8.

7.5.3.1 SVD algorithm
The SVD is used to factorize a matrix M of size (M ×N) into a product as
shown hereunder:

M = USV T (7.6)
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Figure 7.8 SVD block diagram.

where U, S, and V are, respectively, an orthogonal matrix (m × m), a
diagonal matrix (m × n), and a unitary matrix (n × n). The elements in the
columns of U and V are, respectively, the left- and right singular vectors of
the matrix M . The singular values are represented by the diagonal elements
(σ0, . . . , σn−1). In this study, the SVD is implemented based on the one-sided
Jacobi algorithm [66], which consists of applying a sequence of rotations to
the matrix U = MTM . The algorithm requires eight iterations to reach the
convergence. The sequence U1, U2, U3 . . . . is generated by computing Ua+1

as follows:
Ua+1 = J(a, b, θ)TUa J(a, b, θ) (7.7)

where J(a, b, θ) is the Jacobi rotation composed of an identity square matrix
equal I with four elements on the intersection of rows a and columns b. A
Jacobi rotation is computed for each sub-matrix of size (2 × 2) to annihilate
the off-diagonal elements (w) of the matrix U as follows:[

x̂ 0
0 ŷ

]
=

[
cosθ −sinθ
sinθ cosθ

]T [
x w
w y

] [
cosθ −sinθ
sinθ cosθ

]
(7.8)

7.5.3.2 Approximate SVD
The block diagram for the implementation of the SVD algorithm based on the
one- sided Jacobi is shown in Figure 7.8. SVD requires four multipliers for the
one-sided Jacobi rotation block. To reduce the complexity, four approximate
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Table 7.4 Percentage relative error of approximate SVD
Relative Error (%)

Eigenvalues SVD-approx8 SVD-approx12 SVD-approx16
S1 0 0 0.018

S2 0 0 0.097

S3 0 0.054 0.27

S4 0 0.31 0.62

S5 0 0 1.25

Figure 7.9 Latency and energy reductions of SVD circuit.

Baugh-Wooley multipliers [63] are implemented, while adders and subtrac-
tors are exact. The scalability of the approximate multiplier is assessed by
the SVD by approximating eight LSBs, and then increasing the number of
approximated bits reaching 16 approximated LSBs. The error-resilience [67]
of the approximate SVD is evaluated based on the relative error (RE) defined
as follows:

RE(%) =
|Approximate result− Exact result|

Exact result
× 100 (7.9)

We evaluated the performance of the approximate SVD in terms of
latency and energy reduction in a benchmark with matrices of size 5 × 5.
The SVD is implemented in Vivado using VHDL Language on Virtex-7
xc7vx485tffg1157-1. Table 7.4 shows the RE of the eigenvalues generated
from the approximate SVD with respect to the exact SVD after applying the
approximations for different numbers of bits.

The eigenvalues of the SVD-approx12 and SVD-approx16 reach, respec-
tively, an average RE of around 0.07% and 0.45%, i.e., the RE increases
when increasing the number of approximated LSBs of the approximate BW.
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Table 7.5 Error rate of the SVM based tensorial kernel approach for different values of
approximate LSBs in the SVD

Error Rate (%)
SVD Sliding Rolling
Exact-SVD 12.5 20

SVD-approx8 12.5 20

SVD-approx12 12.5 20

SVD-approx16 13.75 20

The latency and energy consumption are reduced, respectively, by up to 2.4%
and 16% after approximating 16 LSBs as shown in Figure 7.9.

7.6 Discussion and Conclusion

In this case study, the approximate SVD circuit implementation as described
earlier has been modelled in C language and implemented in the SVM
tensorial kernel algorithm. The algorithm has been simulated in a case study
as follows.

The dataset is the one of Ref. [6]: 70 participants were asked to apply two
touch modalities (sliding the finger vs rolling a washer) on a 16-sensors array.
Each touch modality was repeated twice for two directions (horizontally
and vertically). The total number of collected touch modalities is 560 (70
participants, 2 modalities, 2 directions, 2 trials).

The ER is computed as follows:

ER(%) =
number of incorrect touch modalities

total number of touch modalities
× 100 (7.10)

The ER of sliding and rolling are, respectively, equal to 12.5% and 20%
when simulating the exact SVD in the SVM as shown in Table 7.5. These
results are used as a baseline to assess the impact of the approximate SVD on
the SVM.

The ER in the case of SVD-approx8 and SVD-approx12 with respect to
the exact SVD is fairly constant; the ER in the case of SVD-approx16 is
increased by 1.25% for sliding.

The chapter assessed the application of ACTs at the circuit level for
embedded ML in the e-skin systems. Results demonstrated that using approx-
imate multipliers in the FIR filter led to a power reduction of around 80%
with an SNR degradation of 1.39 dB. We applied ACTs to the CORDIC and
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SVD, which are the main bottlenecks of the embedded ML implementation.
We evaluated the impact of the approximate SVD in the SVM. Results
demonstrated the feasibility of the ACTs for the tensorial SVM algorithm
for classifying touch modalities (sliding vs rolling) by increasing the ER only
by 1.25% while reducing the power consumption of the SVD by 16%. The
implementation of different ACTs such as approximate memory storage and
voltage-scaled memory (circuit level) [30, 36] and quantization techniques
(algorithmic level) [44, 45] should be investigated.
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In recent years, data transmission links based on optical devices demonstrated
their capabilities to overcome in many aspects and for specific applications
other classical methodologies operating, for example, in the radio-frequency
region. When integrated in Si complementary metal–oxide semiconductor
(CMOS) technology, optical devices can have size smaller than few microm-
eters, work in the low-voltage low-current regime, require energies less than
few picojoules for each transmitted bit of information even through skin
barrier, and operate in the conditions of maximum high electromagnetic
compatibility and signal integrity. More in detail, optical communication
links make use of a semiconductor laser featuring as the transmitter and a
photodiode used as the system receiver. The peculiar medical applications,
such as prosthetics devices which we are interested in, require for the coding
process the use of light modulation paradigms achieved by acting on the
current that drives the laser, data coding schemes to transmit the clock
signal and fast electronics for the photodiode conditioning to perform the
decoding process. This allows the data transmission from sensor arrays even
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in implantable biotelemetry systems for the control of prosthetic devices as
well as in patients suffering neurological diseases and injuries. The aim of
this chapter is to introduce the reader to the working principles of these
optical communication systems by describing the coding and decoding pro-
cedures that use a combination of optical and analogue/digital electronic
architectures designed to be integrated in the Si CMOS technology. As case
examples, we will report and discuss two applications concerning sensor data
communication in prosthetic systems and neural implantable devices.

8.1 Introduction

The future devices for industrial, medical, and life sciences applications
will employ an increasing number of sensors to measure different physical
and chemical parameters such as pH values, humidity, temperature, spatial
parameters, object shapes, and surface roughness. The data generated by the
sensors must be acquired and elaborated to perform autonomous operations of
equipments and vehicles. For example, the improvements in biomedical engi-
neering allow extraction and processing of information carried out by neural
and biological signals, and to control external electrics and electronics life-
aid apparatus, such as body-machine- and/or brain–computer interfaces, with
the aim to ensure a satisfactory life quality of patients with physical and/or
neurological diseases [1–6]. In these regards, prosthetic limb, for example,
must be equipped with arrays of tactile sensory systems interacting with the
external environment to restore as much as possible the sense of touch of a
human limb. In this sense, the complete sensory system must be able to return
the most important features of the touched objects such as their shape, size,
surface roughness, temperature, consistency, and weight. On the other hand,
detection, recording, and stimulation of cellular and neuronal signals and/or
activities allow recognizing neural coding processes [7–14]. Also, for the
neuronal clinical applications a large number of sensors is necessary to record
these signals that can come-from or go-to the brain cortical area by means
of the design and implementation of implantable bidirectional biotelemetry
links that connect specific internal parts of the patient to be monitored or
activated by external equipment. The previous two applications are examples,
similar to many others, that highlight the aim of the research in neuronal
medical fields that, for many aspects, are not so dissimilar from those ones
related to the developments of humanoid robots. All these applications have
in common the acquisition of a large number of data from different kinds of
sensors, the elaboration of these data to permit autonomous decision-making
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activities with the subsequent elaboration of procedures for the activation
of devices and/or the generation of stimuli. In the case of the movement of
prosthetic devices, when, for instance, mechanical stresses are applied on the
touched object or temperature variations occurred, corresponding electrical
signals are generated by the sensor arrays. At that time, these analogue signals
must be transmitted from the sensors to a read-out circuitry that uses them as
the input data. The circuitry, in turn, provides the signal digital conversion by
using an analogue-to-digital converter (ADC) and then, passes the digitized
data to a processing unit. In general, the processing unit runs a statistical
learning algorithm on the data to extract the meaningful information about the
physical variations of the touched object and, on this basis, drives a stimulator
that provides to generate a series of electrotactile stimuli understandable by
the user [15–17]. It is worth noting that a large number of sensors (i.e., tactile
sensors together with other types of sensors depending on the specific appli-
cation and use) must be employed with fast response electronic circuitries to
obtain human-like touch sensing capabilities [18–20]. Similar considerations
can be done for the transcutaneous implanted systems that acquire neural
signals and transfers them from inside to outside of the patient (and vice
versa) suffering physical and/or neurological diseases. The neural signals are
analogue electrical pulses detected by micro- and nanosensor arrays directly
inserted into the patient’s brain [21–26]. An implanted electronic circuitry is
used to acquire the signals from these sensors and to digitally decode them
in a form to be transmitted to external controlling and/or actuation devices.
In this case, whatever be the transmission methodology, the implemented
transcutaneous telemetries must operate at high data rates with exceptional
energy efficiency in terms of very low overall power consumption. This is an
important system constraint for ensuring the health of the patient since the
power spent to activate the telemetry operations for the data acquisition and
transmission is dissipated as heat in the tissue and can cause severe damage
if the dermal thermal limits are exceeded. For this, the consequent specific
requirement in transcutaneous implanted systems is to obtain their operation
in the low-voltage and low-current regime [27–33]. From the above discussed
applications, it would be clear that the type of sensors to be employed is
directly related to the specific applications but the general requirements are
the design and fabrication of electronic analogue/digital circuitries for the
acquisition, elaboration, and transmission of a very large number of data
with fast response times (i.e., very large frequency bandwidth) to compel
the requirements of an immediate response to stimuli and the activation of
body-machines, prosthetics devices, and/or brain–computer interfaces. In this
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chapter we will discuss the details of the implementation of the optoelectronic
systems together with the electronic analogue and digital circuitries designed
for the coding and decoding processes of the sensor-generated voltage signals
for the two applications outlined above: activation, control, and transmission
of stimuli for tactile sensory feedback in prosthetic devices, and implantable
biotelemetry system for neural signal recording and stimulation [34–49]. For
both these two applications the transmission of the coded data toward the
decoding circuitry is achieved by means of an optical link that is composed
of a large bandwidth semiconductor laser and Si photodiode (PD). For the
coded data transmission can be used other different approaches such as
simple wire connections in percutaneous systems that are uncomfortable
and potentially cause infections and diseases [50, 51] and radiofrequency
techniques employing antennas as the wide band transmitters and receivers
[52–54]. The drawbacks of using these approaches for the applications which
we are interested in, are the resulting poor electromagnetic compatibility
and signal integrity [55, 56] and the increase of the electrical power as the
operation frequency increases that can generate dermal injuries. Moreover,
these data transmission techniques cannot be or are difficult to be integrated
in small dimensions even if attempts have been recently reported in minia-
turizing the radiofrequency devices [57–59]. On the other hand, the optical
data transmission links based on optoelectronic components avoids all these
drawbacks because they are ideally insensitive to electromagnetic distur-
bances (i.e., the optical carrier frequencies are orders of magnitude higher
than those ones of the electromagnetic radiation achievable with electronic
circuitries), guarantee the best achievable signal integrity with minimum bit
error rate (BER), can be fabricated using the standard Si CMOS integrated
technology in micrometer square resulting area so as to allow operations
at very low-voltage and low power. Moreover, as it happens in the optical
long/medium/short haul telecommunication networks, the achievable very
large frequency bandwidth of the optoelectronic devices (i.e., laser and PD)
and of the optical fibers used for the optical links allows using the same
transmission channel to transmit the signals generated by different kinds
of sensor arrays. This is an important advantage of the optical links with
respect to other possible transmission technologies and greatly simplifies the
hardware of the prosthetic and biomedical devices. In relation to the specific
application, the optical transmission links can work in both the free space
wave propagation and guided method by using optical fiber connections.
The latter is preferred to transmit data in prosthetic devices and in robots,
while the free space propagation is used in implantable system to avoid
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using wired and radiofrequencies techniques [60–63]. As it will be detailed in
the next section, the typical optical transmission link requires to accomplish
the following implementation steps: (i) the ADC conversion of the sensor
signals and the data preprocessing [64–66]; (ii) the coding process for the
generation of a sequence of digital data by using a suitable coding scheme
for the transmission of Clock synchronization signal also [67–75]; (iii) the
generation of a sequence of current pulses replica of the digital ones; (iv) the
generation of a sequence of laser pulses replica of the current ones; (v) the
conversion of the sequence of laser pulses in a sequence of voltage pulses
generated by the PD; and (vi) the transmission of the Clock recovery for the
final decoding process and data postprocessing. In the following sections all
of these steps will be described in detail for tactile sensory feedback systems
in prosthetics devices and for implantable biotelemetry systems.

The chapter is organized as follows: in Section 8.2 we will describe
the principles of operation of the optical communication systems for sensor
data transmission; Section 8.3 is devoted to present some technical solutions
for the implementations of the optical links. In particular, we will present
a description of: (i) the digital architectures for the coding and decoding
processes of the sensor data and (ii) the analogue circuits for the sensor
signal conditioning. The proposed circuit solutions have been designed to be
implemented by using commercial apparatus and/or components but it will be
demonstrated that their architectures allow the circuitries to be directly inte-
grated at the transistor level by using the Si CMOS technology; in Section 8.4
we will present the applications of the optical communications systems for
the actuation of prosthetic devices and for the implementation of implantable
biotelemetry systems. Finally, our conclusions will be presented to highlight
the major contributions of the application of the optical communication links
in the general field of biomedical telemetry.

8.2 The Optical Communication Link: Principles, Data
Coding, Architectures, and Devices

The understanding of the general methodology to be used for the design and
implementation of optical communication links for biotelemetry applications
is facilitated by analyzing the transmitter and receiver modules that are
schematically presented in Figure 8.1.

In particular, the transmitter module is composed of two blocks and of a
vertical cavity surface emitting laser (VCSEL). DATA CODING performs
the coding of the data that have been previously digitally converted by
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Figure 8.1 The transmitter and receiver modules of an optical communication link.

using an ADC. The output of this block is a sequence of voltage pulses
suitably codified that must also contain a synchronization Clock signal
needed to properly transmit and receive the information contained in the
signal sequence generated by the sensors. The second block is the LASER
DRIVER that receives the sequence of the coded pulses and transforms it
in a sequence of current pulses, exactly a replica. This sequence of current
pulses must have an amplitude greater than the threshold level to activate
the VCSEL laser action (i.e., the amplitude of each current pulse of the
sequence must exceed the value of the VCSEL threshold current). In this
way, the VCSEL generates a sequence of laser pulses that is the counterpart
of that one generated by the coding process. Thus, the digitally converted
data containing the information on the changes of the physical/chemical
parameters measured by the sensors are optically transmitted. As outlined
in the introduction, the generated laser pulses can propagate in the free space
or be coupled to single or multimode optical fibers. It is important to note that
VCSELs are the light sources commonly chosen for the optical biotelemetry
communication systems because they have a physical structure compatible
with the layer-by-layer fabrication procedure of the state-of-the-art Si CMOS
technologies that are capable to integrate on the same Si chip electronic
and photonic devices [76, 77]. In any case, even if a direct integration is
not possible, with respect to the longitudinal emitting semiconductor lasers,
the particular VCSEL structure allows for their postproduction integration
on the Si chip. From Figure 8.1, we also observe that the receiver module
is composed of two blocks and of an optoelectronic device, the PD. The
PD, usually a Si photodiode with frequency bandwidth equal or larger than
that of the VCSEL, generates current pulses that follow the same temporal
shape of the transmitted laser pulses with amplitudes proportional to their
intensities. By using an electrical scheme that employs a transimpedance
amplifier (TIA), the output of the conditioning circuit is a sequence of voltage
pulses from which it is possible to obtain the information transmitted by the
optical communication link through a suitable decoding operation. It is worth
mentioning that the decoding procedure can be properly executed only if the
transmitted Clock signal is correctly recovered. Figure 8.2 helps to understand
how the transmitted sequence of laser pulses also contains the Clock signal.
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Figure 8.2 The timing diagram of the coding process for an optical communication link.

Starting from the top of Figure 8.2, the first periodic waveform is the Clock
signal. For each Clock period a bit {1} or {0} of the bit stream must be
transmitted. The Clock signal is recognized by the decoding block because
for each Clock period a laser pulse is generated independently from which bit
is transmitted. Thus, this represents the synchronism pulse having the same
period of the Clock signal and is used for the Clock recovery operation.

Referring now to the bit stream waveform of Figure 8.2, for this timing
architecture, if a bit {1} must be transmitted, a laser pulse is generated at a
time corresponding to a half-period of the Clock signal. On the other hand, if
a bit {0}must be transmitted, no laser pulse occurs at a time corresponding to
a half-period of the Clock signal. Thus, the resulting transmitted pulsed signal
is formed by an aperiodic sequence of laser pulses where only those transmit-
ting the Clock signal have a defined frequency. The described transmission
paradigm is a modified version of the classical OOK modulation scheme
and has been designed for the systems that must operate in the low-voltage
and low-power regime. With respect to the OOK modulation scheme, in fact,
Figure 8.2 shows that the laser operates only for a time corresponding to the
laser pulse duration that can be shorter or much shorter than the Clock period.
As a consequence, this operation mode minimizes the power consumption of
the overall optical transmission link.

8.3 Technical Solutions and Implementations of Optical
Links

The technical solutions described in the following paragraphs, consider that
the optical transmission links can operate with the laser pulses propagating
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in the free space or in a guided mode. The first operation corresponds to
the optical wireless transmission mode while in the second one the optical
transmission link makes use of optical fibers in which the laser beam is
properly coupled. The optical wireless transmission technique is employed
in all those applications for which a connection by an optical fiber must
be avoided as in the case of human implantable biotelemetry links. On the
other hand, the optical fiber connections are preferred in those applications
for which the laser beam must overcome physical obstacles or propagate in a
nonstraight direction as in the prosthetic and humanoid robotic applications.
Moreover, the presented electronic and optoelectronic architectures have been
designed to achieve efficient and reliable optical transmission links and have
been firstly implemented by using discrete components on printed circuit
boards (PCBs) for the analogue electronic circuitries and field programmable
gate array (FPGA) boards for the digital ones. However, all the technological
solutions have been conceived by considering that the chosen solutions can
be easily adapted for the fabrication of the entire optical transmission link in
a single chip by using the standard Si CMOS integrated technology.

8.3.1 Description of the Digital Architectures for the Coding
and Decoding Processes of the Sensor Data

The implementation of the data coding technique schematically discussed
in the previous section requires the design and the development of suitable
digital architectures. The possible solutions must ensure reliable coding and
decoding operations even at high data rate with overall high power efficiency
[78]. For these purposes, an FPGA-based architecture has been used for the
preliminary implementation of the digital solutions and for the fast proto-
typing of the system using commercial discrete components. In particular,
the following described architectures have been implemented on a Xilinx
FPGA Kintex Ultrascale board but the proposed digital solutions can be
implemented also on other FPGA board families. According to Figure 8.3,
the data coding can be implemented by using a phase-locked loop (PLL) and
two logic gates. The PLL, already realized as a basic block inside the FPGA,
generates two pulsed signals starting from the input Clock signal (i.e., the
synchronism pulse). The first pulse at the PLL terminal A is generated in
correspondence of the rising edges of the Clock signal, and the second pulse
at the PLL terminal B is generated synchronized with the falling edges of
the Clock signal. These two pulsed signals have the same frequency with a
relative phase difference of 180◦ and a selectable duty cycle to guarantee the
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Figure 8.3 Digital logic scheme of the DATA CODING block.

desired pulse width. The signal at the PLL terminal B is combined with the bit
stream (Figure 8.2) through an AND digital logic gate so that the data pulses
are generated only when the bit stream assumes the “high” logic state (i.e.,
corresponding to the logic value {1}). Finally, the output of the AND gate is
combined with the synchronism pulses by means of an OR digital logic gate.
Consequently, the resulting combination of these two pulsed signals provides
a train of voltage pulses corresponding to the transmitted pulsed signal that
is employed as the input control signal of the LASER DRIVER block of
Figure 8.1. In Figure 8.4 is reported the digital logic scheme of the DATA
DECODING block. Starting from the received pulsed signal, the Clock recov-
ery sub-block recovers and regenerates the Clock signal needed for the data
synchronization. Simultaneously, the IDELAYE3 primitive block processes
the same received pulsed signal to start the data recovery procedure. This is a
programmable time delay line implemented into the I/O blocks of the FPGA
that provides a finite and discrete time delay to be added to the input pulsed
signal. As a consequence, the IDDR primitive block allows for the recovered
bit stream that is the recovered pulse/data present at the falling edge of the
recovered clock starting from the properly delayed received pulsed signal
received at its input.

At the starting time of the DATA DECODING block, the control unit
DECOD (C.U. DECOD) gradually increases the time delay introduced by
IDELAYE3 until the rising edge of the recovered clock is in-phase (i.e.,
synchronous) with the synchronism pulses. In this way, the falling edge of the
recovered clock allows to recover the bit stream from the received data pulses.
Furthermore, to perform a compensation of the time delay variations of the
IDELAYE3 due to supply voltage and/or operating temperature drifts, the
C.U. DECOD properly enables and controls also the IDELAYCTRL block
that is a further primitive entity used for this specific purpose implemented
on the FPGA. As shown in Figure 8.5, the Clock recovery block is is simply
composed by a flip-flop (FF), a PLL, and a latch block. By means of the
latch block a specific time delay is introduced to reset the FF that occurs
between the data pulse transition and the following synchronism pulse. In this
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Figure 8.4 Digital logic scheme of the DATA DECODING block.

Figure 8.5 Digital logic scheme of the CLOCK RECOVERY block.

way, the FF results to be only sensitive to the synchronism pulse rising edges.
Consequently, the regenerated Clock signal, provided by the FF at the output
Q, has a duty cycle higher than 50%. In these conditions, the PLL performs a
duty-cycle correction so that the recovered clock signal has a duty cycle equal
to 50%. More in detail, the input D of the FF is always forced in the “high”
logic state (i.e., the bit {1}) while the received pulsed signal represents its
input Clock signal. Thus, when a pulse of the synchronism pulses occurs, the
output Q of the FF that was initially reset reaches the “high” logic level and
remains in this status until the FF is again reset. The output Q of the FF acts
on a feedback loop including the latch block that controls and allows to reset
the FF.

In particular, the output Q remains in the high logic state for a time
duration TFF = TRoute + TLatch + TRST , where TRoute is the physical time
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Figure 8.6 The architecture at block scheme level of the DATA CODING block.

delay introduced by the route that connects the FF output Q to the latch block
and this one to the FF RST input, TLatch is the response time of the latch
block and TRST is the time necessary for the FF to make effective the reset
operation. Moreover, the output of the PLL keeps always the recovered clock
signal locked even in the case of some missing pulses, in consequence of
transmission errors. Once properly asserted the functionality of the digital
coding and decoding architectures implemented by discrete components, it is
possible to integrate them on a chip using the standard Si CMOS technology
maintaining the same system functionalities [79]. Moreover, a full custom
design avoids the use of elements such as a PLL and reduces the power
consumption and circuit complexity of the overall system. In the following,
we will discuss different microelectronics solutions implemented by stan-
dard Si CMOS technology. Referring to Figure 8.6, the DATA CODING
architecture is based on simple combinational logic blocks, consisting of
2× NOT, 2× NAND, and 2× rising edge triggered pulse generators (i.e.,
the RISING EDGE DELAY blocks in Figure 8.6). The schematic circuits of
these elements are reported in Figure 8.7(b), Figure 8.7(c), and Figure 8.7(a),
respectively. In Figure 8.7(a), starting from the Clock input Clk in, the
RISING EDGE DELAY block generates a sequence of voltage pulses with a
variable width regulated by the control voltage VCTRL. This control voltage is
based on three inverter stages formed by the transistor pairs M1–M2, M11–
M12, and M14–M15 and operates as follows: when the voltage VCTRL =
0 V, the diode-connected transistor M5 defines the maximum resistance in
the pull-down network of the M1–M2 inverter stages. In a similar way, the
diode-connected transistor M10 sets the maximum resistance in the pull-up
network of the M11–M12 inverter stage. Under these operating conditions,
the maximum time delay is achieved. By increasing the value of VCTRL,
the transistor M3 and current mirrors M6–M7–M9 progressively turn on, and
increase the current flowing through the transistors M4–M8. This results in an
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Figure 8.7 Example of schematic circuits at CMOS transistor level: (a) RISING EDGE
DELAY block; (b) NOT digital logic gate; and (c) NAND digital logic gate.

overall reduction of the delay between the rising edges of the input and output
signals. The circuit, however, is designed to directly respond to the falling
edge of the input Clock signal. This is achieved through the transistor M18 in
such a way that only the input rising edge is delayed by the RISING EDGE
DELAY block. Referring now to the entire digital coding block of Figure 8.6,
the input Clk in follows two different paths to provide voltage pulse trains
with a relative phase shift equal to 180◦ (i.e., equal to the half-Clock period).

These signals are then combined with the data in input data stream
through the NAND gates to generate a single output pulse train that contains
both the Clock pulses and the data pulses signals. The DATA DECODING
system presented in Figure 8.8 is able to perform the data and the Clock
recovery. The data decoding process is achieved by using 2× D-type FF (FF1
and FF2 specified in Figure 8.9[b]), 2× inverters, 1×RISING EDGE DELAY
block (equal to that one described earlier) and 1× PHASE CONTROL block.
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Figure 8.8 The architecture at block scheme level of the DATA DECODING block.

According to Figure 8.9(a), The DATA DECODING operates as follows: The
received pulsed signal drives the Clock input CLK of FF1 with the data input
D fixed to the logic level {1}. In this way, the first incoming synchronism
pulse sets the output of the FF1 to a high logic level and thus, any further data
pulse cannot affect the FF1 output. The FF1 output signal is then maintained
through the RISING EDGE DELAY block. After this fixed time delay, the
RISING EDGE DELAY triggers the FF1 asynchronous reset pin RST to
toggle its output back to the low logic level {0}. The system is now ready
to accept the next synchronism pulse. Since there is a fixed phase relationship
between the synchronism pulses and the data pulses signals, it is essential
to adjust the pulse delay for different data rates through the RISING EDGE
DELAY block to guarantee a delay value between T/2 and T, with T the
Clock period (i.e., the period between two consecutive synchronism pulses of
Figure 8.2).

Consequently, the output of FF1 provides the recovered Clock signal Clk
Out but with a duty cycle higher than 50% (i.e., half of a Clock period plus the
additional pulse delay). Thus, FF2 receives the inverted recovered Clock and
acquires the data input provided by data pulses. To avoid a metastable state
in FF2, a PHASE CONTROL has been included to guarantee the FF2 setup
and hold times. Referring to Figure 8.9(a), the PHASE CONTROL block
consists of 4× inverter stages implemented by the transistor pairs M1–M2,
M5–M6, M7–M8, and M9–M10. The transistors M3–M4 are also driven by
the control voltages VCTRL U and VCTRL D that allow for the pulse width of
the received pulsed signal to be extended. Finally, FF2 provides the decoded
data data out signal with a stable value corresponding to the rising edges of
the recovered Clock signal Clk Out.
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Figure 8.9 Example of schematic circuits at CMOS transistor level: (a) PHASE CONTROL
block and (b) FF block.

8.3.2 Description of the Analogue Circuits for Sensor Signal
Conditioning

In this section we will describe some possible solutions for the implementa-
tion of the analogue electronic circuitries for the signal conditioning in optical
communication links. Preliminary implementations and fast prototyping of
the designed circuits have been obtained by using commercial discrete com-
ponents. In particular, referring to the transmitter module of the system, the
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Figure 8.10 Example of the schematic circuit of the LASER DRIVER block.

VCSEL can be controlled through a driving circuit (i.e., the LASER DRIVER
block of Figure 8.1) based on current mirrors, as shown in Figure 8.10.
This circuit topology allows the conversion of the voltage pulses (i.e., the
transmitted pulsed signal) in current pulses to drive the VCSEL. The circuit
presents also the capability to regulate both the pulsed current amplitude
and a DC current level through two resistive trimmers Rtrim1 and Rtrim2,
respectively. The laser action takes place if the sum of the pulsed and DC
currents is greater than the VCSEL threshold current. In these conditions,
the resulting laser pulse peak intensity is proportional to the value of the
corresponding driving current pulse amplitude.

For what concerns the receiver module, Figure 8.11 shows an example
of the schematic of the PD CONDITIONING CIRCUIT block (see also
Figure 8.1) that employs a multiple-stage topology of TIA. It is based on
a cascade of Darlington architectures converting the pulsed photocurrent
(i.e., the generated photocurrent pulses) into voltage pulses (i.e., the received
pulsed signals) having an amplitude higher than the digital logic threshold
needed for a correct detection of a “high” logic level (i.e., the bit {1}) by the
subsequent DATA DECODING block. These analogue circuits can be easily
implemented on prototype PCBs with discrete off-the-shelf components (e.g.,
high frequency operations transistors for RF applications) operating also
at low supply voltage (e.g., 3.3 V). On the other hand, considering the
possibility to develop integrated solution in a standard CMOS technology, in
the following are reported examples of possible integrated solutions designed
at the transistor level. In this regard, a simple solution of a LASER DRIVER
circuit is reported in Figure 8.12. The circuit is based on a current mirror
stage formed by the transistors M4–M5, converting the input voltage pulses
(i.e., the transmitted pulsed signal) into current pulses to directly drive the
VCSEL. Moreover, as discussed earlier, this allows for the regulation of
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Figure 8.11 Example of the schematic circuit of the PD CONDITIONING CIRCUIT block.

Figure 8.12 Example of the schematic circuit for the integrated solution of a LASER
DRIVER block.

Figure 8.13 Example of the schematic circuit for the integrated solution of the PD
CONDITIONING CIRCUIT block.

both the pulsed current amplitude and the DC current level through the two
control voltages VDCctrl and VACctrl that act on the transistors M2 and M3,
respectively.

Referring now to the receiver module, an example of the schematic of the
PD CONDITIONING CIRCUIT block is reported in Figure 8.13. The circuit
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is based on a single stage TIA implemented by the transistors M1–M5,
with the resistor R1 controlling the transimpedance gain. Additional gain is
provided through a cascade of three CMOS inverter stages implemented by
the transistor pairs M6–M7, M8–M9, and M10–M11 that generate the output
signal received pulsed signal. Furthermore, the REXT terminal allows for
the overall gain to be precisely adjusted through an optional external resistor
connected in parallel with R1.

8.4 Examples of Applications of Optical Communication
Links for Sensory Systems

In this section we will present the applications of the optical communications
systems for the actuation of prosthetic devices and for the implementation of
implantable biotelemetry systems.

8.4.1 Optical Fiber Link for Prosthetics Developed by Discrete
Commercial Components and Devices

Figure 8.14 shows the implementation of the optical communication link,
based on optical fiber, for sensory feedback in prosthetic devices. The system
consists of an array of tactile sensors placed on the palm of the prosthetic
hand. The generated tactile sensor signals are first ADC converted and
thereafter digitally processed and optically transmitted by the optoelectronic
circuitry present in the forehand. Once received and processed, the trans-
mitted signals are used to activate an electrocutaneous stimulator in contact

Figure 8.14 Example of a data communication system for tactile sensory feedback in
prosthetic devices.
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with the arm of the patient to restore the sense of touch obtained through the
tactile sensors. It is worth noting that this represents a first, simple example
of application of the optical communication link where the number of data to
be transmitted is not so large.

The strategic utility of optical communication architecture is more evident
if the number and type of the sensors (i.e., temperature, humidity, shape,
etc.) located in the prosthesis increases, the prosthesis from passive becomes
active with the use of a number of electrical motors that must be activated
to simulate a real human hand. In this case, the very large bandwidth of
the employed optoelectronics devices will be able to transport all the signals
within a single optical communication link. The implementation scheme of
the system is presented in Figure 8.15 [62, 63]. The solution employs two
different FPGAs (Spartan6 and Virtex6 by Xilinx) to implement the transmit-
ter and the receiver modules. The optical communication link is provided
by a VCSEL (OPV314AT by TT Electronics), a PD (DET025AFC/M by
Thorlabs), and an optical fiber (50/125 µm multimode optical fiber). Both
the laser beam and the PD sensitive area are directly coupled to the fiber
by using two lenses with the appropriate numerical apertures to minimize
the light power losses. The LASER DRIVER circuit (see its schematic in
Figure 8.10) employs the BFP720 low noise RF Si–Ge bipolar transistors
and the PD CONDITIONING CIRCUIT (see its schematic in Figure 8.11) is
implemented through a cascade of four ERA-1SM+ InGaP HBT wideband
monolithic Darlington pair to achieve very high gain values. These analogue
circuitries have been developed using the PCBs paradigm by employing a
TLX8 substrate and the above mentioned commercial off-the-shelf compo-
nents. More in detail, referring to Figure 8.15, after the start signal has
been set to the logic state equal to {1}, the ADC INTERFACE block is
enabled to generate a proper Clock ADC signal to retrieve the data from
an external data acquisition module operating at few kS/s conversion rate
(i.e., 2kS/s by employing a DDC232 20 bit 32 channels ADC by Texas
Instruments). Every time the TX MODULE toggles the signal Start Conv,
the external ADC simultaneously scans and converts the analogue signals
generated by the array of tactile sensors. The converted signals are shifted out
to the acquisition module through a serial interface/protocol. Thus, when the
acquisition and the conversion is accomplished, the data valid pin of the ADC
goes low indicating that the data are ready to be stored in the internal global
data buffer. Starting from the acquired data, the ADC INTERFACE block
generates the serial data package to be transmitted. In this way, according
to Figure 8.16, the serial data package consists of a well-ordered sequence
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Figure 8.15 Overall implementation scheme of a data communication system for prosthetic
devices.

of samples (each one corresponding to the related tactile sensor of the input
array) and a header used to detect the beginning of the package.

Subsequently, the serial data package is transmitted at a data rate of 100
Mbps using the coding circuits and the architecture solutions described in
Section 8.3. Once the package is regenerated by the DATA DECODING
block, the data can be stored into the global data BUFFER, suitably pro-
cessed, and sent to a stimulator and/or to a PC monitor through a standard
UART communication protocol implemented by the UART INTERFACE
block or simply evaluated by an oscilloscope. In particular, the data are pro-
cessed to provide proper control commands to the stimulator device together
with the generation of stimuli corresponding to the touch detected by the input
tactile sensors. The control commands carry out all the parameters related
to the stimulations to be generated, such as the electrostimulation pulse
intensity, the frequency, and the electrode channel position. These parameters
can change according to the type and the force intensity of the touch of the
sensing elements (i.e., their physical stimulation). Once the data BUFFER
is empty, another data package can be acquired, stored, and processed. In
Figure 8.17 is presented an example of the measurements performed by
employing the implemented system demonstrating that the receiver is able
to perform the data and the Clock recovery starting from the received pulsed
signal. The detection of the package through a HEADER identifies the
beginning of the transmitted data acquired from the array of sensors.
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Figure 8.16 Structure/composition of the serial data package to be transmitted.

8.4.2 Optical Wireless Communication Integrated System
for Implanted Biotelemetry Applications

Figure 8.18 shows the overall architecture of an integrated transcutaneous
optical wireless bidirectional biotelemetry link implementing the UWB-
inspired pulse data coding based on a synchronized-OOK modulation as
described in Section 8.2. The complete system includes a transmitter and a
receiver within each one of the implanted and external modules separated
by a tissue/skin layer and allows for a high bit rate link with low power
consumption.

As the input signals, the transmitter takes the main Clock Clk In and the bit
stream Data In to be coded and transmitted. The bit stream can be generated,
for example, by a neural recording apparatus. On the other hand, the receiver
provides the recovered Clock signal Clk Out and the decoded bit stream data
out to be sent to external monitoring devices and/or actuators. These two
subsystems operate independently and can work also at different operating
frequencies thus allowing for up- and downlinks at different bit rates. In par-
ticular, the TRANSMITTER module includes the DATA CODING block to
modulate the voltage pulses and a LASER DRIVER block for biasing and
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Figure 8.17 Example of the experimental measurement on the implemented communication
system for prosthetic devices.

driving the VCSEL by converting the voltage pulses into current pulses to
generate subnanosecond laser pulses. The resulting output signal from the
digital blocks provides the coded voltage pulses (i.e., the transmitted pulsed
signal) that are converted into current pulses by the VCSEL driving circuit
(i.e., the LASER DRIVER) to generate the laser pulses. The receiver includes
a CONDITIONING CIRCUIT that converts the current pulses (generated
by a fast Si PD) into voltage pulses and a DATA DECODING block that
takes the received voltage pulses and performs the Clock and data recovery.
The overall system has been designed and fabricated in 0.35 µm CMOS
technology (AMS C35B4C3 process) as a single-chip full-custom ASIC in
a very compact Si footprint including all the components except the VCSEL
and the PD that have been mounted externally. The core system occupies
approximately 0.13 mm2. In particular, the transmitter is composed of 53
transistors and 1 resistor while the receiver contains 60 transistors (see
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Figure 8.18 System overview of a transcutaneous optical bidirectional biotelemetry link.

Section 8.3). All the circuits operate using a single 3.3 V supply voltage. The
design has been optimized for high data throughput, low power consump-
tion, and small Si area. Moreover, all the blocks that have been described
earlier have been designed targeting a full-duplex link for a bidirectional
communication paradigm with up- and down-link transmissions at bit rates
up to 250 Mbps for each communication channel. The microphotograph of
the fabricated ASIC including the pad ring (i.e., ESD protection I/Os and
physical bond pads) is shown in Figure 8.19 with the main blocks highlighted
in red. The overall chip (being a pad-limited design) measures 1.6 × 2 mm2

and has been encapsulated into a JLCC44 (44 pins) ceramic package. The
chip has been evaluated through a custom-designed PCB that houses the
ASIC and allows for connection to external modules and instruments for
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Figure 8.19 Microphotograph of the fabricated ASIC where the main modules are identified
within the red line boxes.

the test measurements. The complete system is capable to correctly transmit
and receive data operating also in a full-duplex mode. It employs VCSELs
(VCSEL-850 by Thorlabs) emitting at a wavelength of λ = 850 nm and
high-speed PDs (FDS-025 by Thorlabs). Additionally, a suitable test bench
has been implemented on a Xilinx VIRTEX-6 XC6VLX240T FPGA board
for the generation of the bit streams, the master Clocks, and the pulse trains
[80–82]. A photo of the experimental apparatus is shown in Figure 8.20.
According to Figure 8.18, two ASIC have been mounted facing each other to
implement a simultaneous bidirectional link by using two couples of VCSEL
and PD.

Two XYZ TRANSLATION STAGEs allowed for an accurate optical
alignment of the VCSEL and the PD along the X- and Y-directions and for the
regulation of their relative distance along the Z-direction (i.e., the laser beam
propagation direction perpendicular to the XY plane). Moreover, two 1.5
mm DIFFUSERs ED1-C20-MD (Thorlabs) have been inserted between the
VCSEL and the PD to emulate the skin/tissue effects such as light attenuation,
diffusion, and scattering. Figure 8.21 shows an example of the measured
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Figure 8.20 Photo of the setup employed to perform the experimental characterizations of
the fabricated integrated biotelemetry system.

Figure 8.21 Measured signals of the bidirectional biotelemetry link operating at 250 Mbps
(uplink channel) and 50 Mbps (downlink channel) transmitting a {0, 1} bit sequence.
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signals illustrating the encoding, the levels, and the timing throughout of the
system working correctly in the full-duplex mode.

The coded temporal pulse width is about 1.2 ns with a maximum peak
current level driving the VCSEL of approximately 24 mA. The transmitted
bit stream used is composed of a repetition of {0, 1} bit sequences to quickly
and better evaluate the correctness of the system operation and functionality
operating at different bit rates. In this case, the uplink channel transmission
bit rate is 250 Mbps while the downlink channel bit rate is equal to 50
Mbps. Finally, the complete system implemented onto the CHIP 1 (i.e., the
implantable unit) requires a maximum total power consumption of about 38
mW with both the transmitter and receiver modules active, thus achieving
a total power efficiency of about 214 pJ/bit. These data have been obtained
with the best optical alignment along the X- and Y-directions and a maximum
distance of 3 mm between the VCSEL and the PD along the Z-direction. This
distance includes the diffuser that reduces the laser power by a factor of 10.

8.5 Conclusion

The aim of the chapter was to introduce the reader to the design and imple-
mentation of optical communication links for the transmission of sensor and
neural data in prosthetic devices and in implantable biotelemetry systems.
We started from the description of how the voltage pulses generated by
different kinds of sensors can be optically transmitted by using optoelectronic
devices. Then, we have reported the design and the implementation of specific
analogue/digital circuitries and data coding and data decoding architectures.
All the proposed circuit solutions can be implemented and developed by
using commercial apparatus and components, but we have also demonstrated
that the used paradigms allow for a direct integration of all the circuits at
the transistor level by using standard Si CMOS technologies. Two practical
examples of applications have been presented to prove the capability of the
optical communication links to be used for the data transmission in tactile
sensory feedback systems in prosthetic devices as well as for bidirectional
transmission (i.e., in the down- and up-link conditions) of neural data in
implantable biotelemetry systems. The experimental findings indicate that the
optical communication links guarantee very high values of electromagnetic
compatibility and signal integrity, capabilities to operate in low-voltage low-
power regime, transmission data rates up to 250 Mbps, and overall power
efficiencies of few hundreds of pJ/bit.



188 Optical Links for Sensor Data Communication Systems

References

[1] R. Carvalho, N. Dias, J.J. Cerqueira, ‘Brain-machine interface of upper
limb recovery in stroke patient rehabilitation: A systematic review’,
Physiotherapy Research International, 24, e1764, 2019.

[2] J. Ribeiro, F. Mota, T. Cavalcante, I. Nogueira, V. Gondim, V. Albu-
querque, A. Alexandria, ‘Analysis of man-machine interfaces in upper-
limb prosthesis: A review’, Robotics 8, p. 16, 2019.

[3] M.W. Slutzky, ‘Brain-machine interfaces: Powerful tools for clinical
treatment and neuroscientific investigations’, The Neuroscientist, 25,
pp. 139–154, 2019.

[4] A.N. Belkacem, S. Nishio, T. Suzuki, H. Ishiguro, M. Hirata, ‘Neuro-
magnetic decoding of simultaneous bilateral hand movements for mul-
tidimensional brain–machine interfaces’, IEEE Transactions on Neural
Systems and Rehabilitation Engineering, 26, pp. 1301–1310, 2018.

[5] R.P.N. Rao, ‘Towards neural co-processors for the brain: combining
decoding and encoding in brain–computer interfaces’, Current Opinion
in Neurobiology, 55, pp. 142–151, 2019.

[6] S. Shahdoost, P. Mohseni, ‘An FPGA platform for generation of stimulus
triggering based on intracortical spike activity in brain-machine-body
interface (BMBI) applications’, Proceedings of the IEEE ISCAS, Vol. 1,
pp. 1766–1769, 2015.

[7] F.J. Kao, G. Keiser, A. Gogoi, ‘Advanced Optical Methods for Brain
Imaging’, Springer – Singapore, 2019, DOI 10.1007/978-981-10-9020-
2.

[8] C. Hu, R. Sam, M. Shan, V. Nastasa, M. Wang, T. Kim, M. Gillette,
P. Sengupta, G. Popescu, ‘Optical excitation and detection of neuronal
activity’, Journal of Biophotonics, 12, e201800269, 2019.

[9] G.N. Angotzia, F. Boia, A. Lecomtea, E. Mielea, M. Malerbaa, S. Zuc-
cab, A. Casilec, L. Berdondinia, ‘SiNAPS: An implantable active pixel
sensor CMOS-probe for simultaneous large-scale neural recordings’,
Biosensors and Bioelectronics, 126, pp. 355–364, 2019.

[10] G. Hong, X. Yang, T. Zhou, C.M. Lieber, ‘Mesh electronics: A new
paradigm for tissue-like brain’, Current Opinion in Neurobiology, 50,
pp. 33–41, 2018.

[11] N.A. Steinmetz, C. Koch, K.D. Harris, M. Carandini, ‘Challenges
and opportunities for large-scale electrophysiology with Neuropixels
probes’, Current Opinion in Neurobiology, 50, pp. 92–100, 2018.



References 189

[12] G. Hong, C. M. Lieber, ‘Novel electrode technologies for neural
recordings’, National Reviews Neuroscience, 20, pp. 330–345, 2019.

[13] H.T. Lancashire, D. Jiang, A. Demosthenous, N. Donaldson, ‘An ASIC
for recording and stimulation in stacked microchannel neural inter-
faces’, IEEE Transactions on Biomedical Circuits and Systems, 13,
pp. 259–270, 2019.

[14] J. Xu, A. Tuan Nguyen, Z. Yang, ‘Advances in neural recording and
stimulation devices’, in Engineering in Medicine – Advances and Chal-
lenges, Paul A. Iaizzo, Editor, Academic Press, pp. 335–363, 2019, DOI
10.1016/C2016-0-04120-7.

[15] J. Dong, B. Geng, I.K. Niazi, I. Amjad, S. Dosen, W. Jensen, E.N.
Kamavuako, ‘The variability of psychophysical parameters following
surface and subdermal stimulation: A multiday study in amputees’,
IEEE Transactions on Neural Systems and Rehabilitation Engineering,
28(1), pp. 174–180, 2020.

[16] K. Li, P. Boyd, Y. Zhou, Z. Ju, H. Liu, ‘Electrotactile feedback in a
virtual hand rehabilitation platform: Evaluation and implementation’,
IEEE Transactions on Automation Science and Engineering, 16(4),
pp. 1556–1565, 2019.
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Modern prosthetic arms and hands are sophisticated robotic devices that can
provide some of the motor functions lost due to an amputation. However,
none of the commonly used commercial systems restores somatosensory
feedback to its user. In principle, the latter can be achieved by recording data
from prosthesis sensors and conveying this information by stimulating the
sensory structures of the amputee using invasive and noninvasive interfaces.
Many such systems have been presented in the literature with promising
results; however, they all rely on using only a few discrete stimulation
points to transmit information and hence suffer from a limited information
bandwidth. In this chapter, we propose a novel concept of a high-bandwidth
feedback interface that relies on advanced sensing and stimulation to convey
a large amount of information to the prosthesis user. The interface comprises
an artificial skin covering the prosthesis with a dense network of tactile
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sensors (taxels) and a compact stimulation device delivering electrical current
pulses through a matrix electrode with many conductive pads. The state-of-
the-art in the two technologies that are required for the implementation of
the proposed concept are reviewed. This includes biomimetic e-skins that
are suitable for the application in a wearable scenario, stimulation systems
integrating a demultiplexing circuit to distribute electrical pulses, and flexible
electrodes that can be produced with arbitrary shape, size, and distribution
of conductive pads. Finally, the challenges in selecting feedback variables
(raw signals versus high-level features) and mapping of these variables into
stimulation parameters are addressed.

9.1 Introduction

The loss of an upper limb is a dramatic event that profoundly changes
the quality of life of the affected person. Human hands are sophisticated
end effectors that enable dexterous grasping and manipulation and haptic
exploration of the environment, and in addition, they are also an essential
part of social and affective communication [1]. The ease with which humans
control their hands to accomplish a variety of tasks has always fascinated the
scientist working in the field of motor control [2]. The hands are characterized
by a complex skeletal structure comprising 27 degrees of freedom (DoFs)
actuated by a number of intrinsic and extrinsic muscles. The skin is endowed
with a dense network of mechanoreceptors that react to different aspects
of tactile stimuli, transmitting spatially distributed feedback to the central
nervous system. The connection between the brain and the hand is mediated
via an impressive network of motor and sensory nerves. In a recent anatomical
study [3] that analyzed nerve specimen from nine human subjects, it was
reported that approximately 350,000 nerve axons emerge from the spinal
cord to innervate the human upper limb from the spinal cord, establishing
sensory-motor communication.

The lost limb can be substituted by a powered prosthesis. By definition,
the prosthesis is a morphological and functional substitute of a human limb.
The former means that ideally the bionic limb should have similar size, shape,
color, and weight as its biological counterpart, while the latter indicates that
the artificial system needs to substitute for the lost functions. This includes
not only motor functions, the ability to reach, grasp, and manipulate, but
also somatosensory feedback that reflects mechanical interaction between the
limb and environment. And indeed, it is well established in the literature on
human motor control that feedback is indispensable for movement learning,
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adaptation, and execution [4]. The importance of feedback is strikingly
expressed by the observation reported in the aforementioned anatomical study
[3], namely, that sensory axons outnumber motor axons by a ratio of at least
9:1 in all the investigated nerves.

The lost motor functions can be restored by using myoelectric prosthe-
ses. These systems are controlled by recording the electrical activity of the
user muscles (electromyography) to estimate his/her motor intention, which
is then translated into commands for the prosthesis. The mechatronic and
control methods and technologies are developing rapidly, especially in recent
years. Nowadays, the prosthetic hands and arms approach the dexterity of
biological limbs [5, 6] and integrate 3 DoF shoulder joints as well as the
hands with individually controllable fingers [7]. The classic approach to
prosthesis control in which an antagonistic muscle pair is used to move a
single DoF and a switching signal (e.g., coactivation) to change across the
DoFs is still the most prevalent commercially. Nevertheless, recently, the
two companies detailed in [8] and [9] started offering the solutions based
on pattern classification. In this approach, machine learning is employed to
estimate the intended multi-DoF movement (e.g., grasp type) from multichan-
nel electromyography (EMG) directly, eliminating thereby the need for the
explicit switching across the DoFs.

The developments in mechatronics and control are in sharp contrast to
the state-of-the-art in the restoration of somatosensory feedback. None of the
commonly used prosthetic devices provides any tactile feedback to the user.
In the reviews of user needs [10], however, the amputee subjects indicate that
the restoration of feedback is indeed one of the important goals to improve
the functionality as well as user experience. It is therefore not surprising that
the restoration of feedback receives an increasing attention of the academic
community as well as industry. Several recent reviews thoroughly document
the impressive research efforts and developments in this field [11–13]. Two
commercial systems that integrate a feedback interface have been presented
recently [14, 15], but they are not widely used and their clinical efficiency is
yet to be demonstrated.

The general approach to restoring the somatosensory feedback is to read
sensor data from prosthesis and then convey this information to the user
by stimulating his/her sensory structures, which are still available after the
amputation. The stimulation can be delivered using invasive and noninvasive
approaches. In the former case, the electrical pulses are delivered to the
peripheral nerves to activate afferent fibers using electrodes that encircle
[16] or penetrate the nerve [17, 18]. Since the stimulation activates the same
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nerves that previously innervated the lost hand, the elicited tactile sensations
are somatotopic (i.e., felt as if they emanate from the “phantom” hand). To
deliver the feedback noninvasively, the skin of the residual limb is stimulated
mechanically or electrically. Mechanical stimulation can be delivered in the
same modality as the feedback variable. For instance, prosthesis grasping
force can be conveyed by pushing into [19] or squeezing [20] the resid-
ual limb. Alternatively, the feedback information can be transmitted using
sensory substitution, as when grasping force is communicated by delivering
vibrations using miniature vibromotors [21]. Finally, in electrical stimulation,
low intensity electrical pulses are delivered to the skin to activate cuta-
neous afferents and elicit tactile sensations (electrotactile or electrocutaneous
stimulation) [22].

Many feedback interfaces utilizing these approaches have been developed
and tested [23], some even after a long-term use in the home environment
[24], and the results were promising although multifaceted. More specifically,
endowing the prosthesis with feedback is not guaranteed to improve the utility
and performance. The overall benefit of feedback depends on multiple fac-
tors, including the characteristics of the control interface, system dynamics,
complexity and nature of the task as well as the experience of the user [25].
Nevertheless, if implemented by considering the totality of the motor control
loop, the feedback can indeed lead to significantly better performance as well
as improved user experience [26].

9.2 High-Density Sensing and Stimulation

One point that is common to the solutions presented so far is that the tactile
stimulation is delivered using only a few discrete stimulation channels. Typi-
cally, the feedback interface includes several vibration motors or stimulation
electrodes, and this limits the quantity of information that can be transmitted
to the user. Therefore, in most studies, the feedback is reduced to conveying
a single feedback variable, usually the magnitude of the grasping force
[9, 24, 25].

Importantly, such feedback is very different from the natural sensations
coming from the biological limbs. For instance, when grasping an object,
an intact-limb subject feels a pressure distribution characterizing the contact
between the hand and the object. This is possible due to the advanced sensing
and innervation of the biological hand. Different types of mechanoreceptors
are densely distributed within the skin of the hand and the information from
these sensors is transmitted to the central nervous system through an intricate
network of afferent fibers.
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Figure 9.1 A high-bandwidth closed-loop control interface for a myoelectric prosthetic
hand. The hand is covered by an artificial skin with a dense network of sensing points
(black dots) while a flexible electrode comprising a matrix of conductive pads (white dots) is
placed around the residual limb. The sensor data recorded by the skin are mapped into tactile
sensations by delivering electrocutaneous stimulation through the electrode. The conductive
pads are also used to record myoelectric signals for prosthesis control, hence a closed-loop
interface.

Ideally, prostheses should be endowed with an artificial interface that
mimics the characteristics of the natural feedback. This can be achieved by
integrating advanced sensing and stimulation technology into the prosthetic
system, as conceptualized in Figure 9.1. More specifically, we propose to
endow the prosthetic hand with an artificial skin integrating a dense network
of tactile sensors. This will allow measuring the mechanical interaction
between the hand and the environment with high fidelity. At the same time,
the residual limb of a prosthesis user will be covered with a flexible electrode
integrating a high-density network of conductive pads. Such an interface will
enable delivering versatile patterns of electrotactile stimulation that can be
modulated in location (active pads) and parameters (intensity and frequency).
The feedback will therefore elicit spatially distributed tactile sensations that
can mimic the “feeling” produced by the natural feedback. For example, when
the user commands the prosthesis to grasp an object, the prosthesis will close
and the contact will be established in many points between the hand and the
object, where the exact distribution of points depends on the characteristics of
the hand (e.g., compliance, dexterity, etc.). The artificial skin will measure the
properties of the contact (e.g., location and intensity) and this information will
be transmitted to the user by delivering electrotactile stimulation through the
matrix electrode. The user will feel tactile sensations spreading around his/her
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Figure 9.2 A high-bandwidth closed-loop interface for a full prosthetic arm. The hand is
endowed by an e-skin as in Figure 9.1 and the stimulation is delivered to the skin of the chest
area.

residual limb to mimic the distribution of the detected contacts as close as
possible. The encoding algorithm programmed in the embedded stimulator
will determine the stimulation parameters (intensity and active pads) that
need to be used to produce such sensation.

The proposed sensing and stimulation interface will therefore provide
a high-bandwidth connection between the brain and the bionic limb, far
beyond what is possible in the state-of-the-art. Importantly, this can be
achieved using noninvasive technology, which is very relevant considering
that some amputees might be reluctant to undergo additional surgery. The
same electrode matrix could be employed to record EMG signals that are
used for prosthesis control, which would also benefit from a dense network
of signal detection points providing high-fidelity map of muscle activity.

A similar approach can be implemented also in case of a more complex
system for a higher level of amputation, as illustrated in Figure 9.2. In this
case, the stimulation has to be delivered to the upper arm (transhumeral
amputation) or to the chest area (shoulder disarticulation). In both figures,
the e-skin is placed at the hand, since this is most critical for grasping and
manipulation, however, it can be easily envisioned that the artificial skin could
cover other parts of the prosthetic system, ideally, the whole prosthesis (in the
same way the natural skin covers the arm).
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In the following sections of this chapter, we present the development
of the components that are required to design the proposed high-bandwidth
closed-loop prosthetic system, namely, electronic skins that are suitable for
wearable applications (Section 9.3) and the multichannel stimulation systems
that can be used to deliver electrocutaneous stimulation through matrix
electrodes (Section 9.4).

9.3 Electronic Skin Systems for Prosthetics

Touch – or somatosensation – is at the core of any mechanical interaction. The
main challenge to artificially reconstruct the sense of touch relates to shaping
brain-controlled prosthetic devices to be capable to handle real-world objects
in open-ended conditions and communicate effectively with the human ner-
vous system through a stable and robust bidirectional interface. A recent
special issue [27] provided a wide overall view on state-of-the-art theoretical
and applied studies related to the development of flexible electronic skins.
Chapter 2 (Artificial Tactile Sensing and Electronic Skin Technologies), also,
deals with artificial tactile sensing and electronic skin technologies. The
reader is referred to that chapter for the description of human skin physiology
and history of artificial skins. The current text will specifically highlight those
aspects of the human touch that have been artificially mimicked and it will
recall the main challenges beyond sensor design, as these are key points for
the development of human-in-the-loop prosthetic devices sensitive to touch.
We will then focus on a number of distributed sensing systems that have been
particularly conceived or are promising for the application in prosthetics.

9.3.1 Biomimetic e-skins for Prosthetic Systems

The core of human perceptual abilities related to touch is first connected to
the properties of single mechanoreceptor types, in that they constitute the
mechanical sensory interface between the human body and the surrounding
environment [28]. Nerve fibers that end in Meissner and Pacinian corpus-
cles are fast adapting (FA, responding to vibrations and force derivative),
while those that end in Merkel cell complexes and Ruffini endings are
slow-adapting (SA, producing a sustained signal in response to a sustained
stimulus) [29]. Likewise, an e-skin should be provided with tactile sensors
to detect both static (e.g., using capacitive, resistive, optical, magnetic, and
inductive technology) and dynamic (e.g., using piezoelectric or triboelectric
principle) contact events. Several reviews compared touch sensors based
on their transduction mechanisms and a broad overview of materials and
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sensing technologies for advanced biomimetic tactile sensing for prosthetics
is reported in [30]. Most common transducers are capacitive or piezoresistive
to measure skin deformation and piezoelectric for pressure and vibration
measurement. The former mainly mimic SA receptors in humans [30]. More
specifically, Merkel cell neurite complexes (SA I) are located near the skin
surface and respond to skin indentations with high sensitivity. They are
densely distributed in sensitive areas of the skin, such as the fingertips,
and they consequently provide high-resolution force information, which is
useful to respond to fine spatial details (e.g., edges) and for texture and
pattern perception. On the other side, Ruffini endings (SA II) respond to
sustained pressure (0.4–3 Hz) and are primarily responsible for measuring
spatial deformation (particularly lateral skin stretch). Capacitive sensors have
been used to detect static/quasi-static events with high sensitivity, low power
consumption, simple device architecture, and simple readout electronics [31].
The large-area e-skin to cover the surface of the well-known iCub robot is
based on this transduction mechanism [32]. On the other hand, piezoelectric
sensors have been employed to detect dynamic events [33] and are attractive
as they could lead to self-powered sensors [34]. Due to their large bandwidth,
they potentially mimic all mechanoreceptors in the skin and are in principle
appropriate to handle a large variety of functions. Together with SA receptors
described earlier, they also mimic Meissner corpuscles (FA I) measuring skin
strain rate and responding to low-frequency vibrations (3–40 Hz), such as
those induced in the skin by object slipping across the fingers and typically
associated with object manipulation, grip control, and texture discrimination
[30]. Finally, the bandwidth of a piezoelectric sensor is also compatible with
Pacinian corpuscles (FA II) detecting high-frequency vibrations (40–500 Hz),
such as those induced upon insect landing on the skin or by tapping a rigid
tool on the table, and are again important for texture discrimination and slip
detection [30]. To make a practical example, the light indentation of the
glabrous skin with a pointed object elicits a response from FA receptors
near the contact. This response is most of the time transitory, i.e., stronger
during the ramping periods of the indentation at the beginning and the end of
the stimulus. Similarly, artificial piezoelectric sensors respond with bursts of
potentials when the stimulus is applied and removed.

Tactile information processed in the somatosensory areas supports both
perception and action, as it both transmits perceptual information on the
touched object and provides feedback to the motor system. Together with
mechanoreceptors, the temperature sensing and pain can be also artificially



9.3 Electronic Skin Systems for Prosthetics 205

mimicked. The former is commonly realized by thermistors or temperature-
sensitive resistors. Nociception transduction of a painful stimulus has been
only implemented by detecting high-intensity signals through tactile (during
interaction with a sharp object) and temperature (while touching extremely
hot or cold objects) sensors [35]. Proprioception, referring to the sense of self-
movement and body position, is also relevant when dealing with active tasks
and closing the sensorimotor control loop in prosthetics. Recent studies [36]
hint at touch providing auxiliary proprioceptive feedback for guiding actions
in humans, which might inspire novel ways for haptic feedback in prosthetics.
More traditional approaches for proprioception adopt discrete sensors most
commonly based on inertial measurement units (IMUs), measuring linear
acceleration, angular velocity and orientation, stretch sensors for joint move-
ments, and magnetic sensing to determine orientation [35]. All these sensors
can be potentially embedded into an e-skin to transduce various modalities of
environmental stimuli with the ambitious goal of restoring the dexterity and
natural sensations of a biological hand. The reader is referred to [35] for a
summary table of main sensor types, transduction methods, and a number of
corresponding references interesting for the prospective application of e-skins
in prosthetics.

Lederman and Klatzky [37] pointed out that the foundation of human
abilities in processing touch information resides in the sensory primitives
that are signaled by the peripheral receptors. This is also the reason why
mechanoreceptors have inspired artificial transduction mechanisms. How-
ever, it is worth noting that no complete models are available yet to predict
behaviors from tactile functions and responses from single receptors. Inter-
esting open issues still relate to how the mechanical state of the human
skin defines the relationships between skin mechanoreceptors and how the
resulting spatiotemporal patterns of receptor activation are related to the
brain cortical activity [31]. It is posited that sensory characteristics are not
a property of the specific mechanoreceptor, but of the complete mechanical
structure and the way in which a specific mechanoreceptor is integrated into
it. For example, clusters of slowly adapting (SAII) mechanoreceptors in the
skin folds bordering the nail and corresponding afferents encode contact
force vectors [38], while analogous mechanoreceptors embedded in the soft
skin layer measure skin stretch. Analogously, coupling piezoelectric polymer
PVDF sensors to a rigid substrate makes their response directly proportional
to the normal stress component (i.e., pressure) [33], while interpreting their
response when they are coupled to a deformable substrate requires a more
complicated model as sensors are subjected to bending [39]. As for the
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substrate, the same reasoning can be applied to the outer skin layers: inter-
action through contact involves traction distributions at the surface of the
skin that have effects which are more dramatic when the skin is compliant.
Due to its softness and compliance, the human skin interface conforms to
the surface of the touched object, altering the force distribution transmitted
to embedded mechanoreceptors [40], increasing contact area, and improving
grasping through friction [41]. The surface properties of the skin are also
to be taken into account, for instance, fingerprint ridges are instrumental for
texture discrimination [42]. In addition, the invasive quality of the mechan-
ical interaction increases the complexity of the design of artificial sensing
systems, requiring robustness and resilience to wear and abrasion. All in all,
the skin structure, its morphology, micromechanical, and tribology properties
modulate the collective response of a large number of receptors during the
interaction of the human skin with the environment [31].

This unique combination of mechanical and sensory properties did not
exist in conventional electronics and the insights from the biology paved
the way for the development of new biomimetic materials and process-
ing methods [43], leading to deformable sensors and flexible/stretchable
electronics [44–47]. There are comprehensive developments in this field,
including manufacturing technologies, deployment processes and process-
ing methods to fabricate sensors and electronics over flexible substrates
[48, 49], stretchable electronics to mimic and adapt to the skin [47], materials
with low elastic moduli and good stretchability to build skin-like cover-
ings for prosthetic devices with similar feel (modulus, viscoelasticity, and
temperature) as real skin [50], and novel composite materials to mimic the
skin toughness and durability [51], to cite some examples. For a thorough
overview of these aspects the reader is referred to [30, 31], and references
therein. It is worth noting that measuring the mechanical state of the skin
(three-dimensional [3D] continuous medium) by a finite number of sensors
generating scalar outputs causes substantial dimensionality reduction. Flex-
ible and stretchable technologies could be also used to embed sensors with
different properties in an elastic material at different depths and better map
the mechanical state of the e-skin, though this approach has been rarely
pursued [31].

Observing from the perspective of the perceptual qualities of the whole
skin structure, spatial- and temporal-resolving capacities of the skin are rele-
vant for the haptic perception of object and surface properties. The fact that
single mechanoreceptors are organized into dense networks provides spatially
distributed information in humans. Higher mechanoreceptor and innervation
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densities in sensitive areas of the skin, such as the fingertips, provide high-
resolution force information to respond to fine spatial details with high spatial
acuity [52]. The resolution, density, and response time of human skin have
been mimicked with different sensor architectures and readout interfaces
[31]. Both organic and inorganic semiconductor-based sensors have been
explored to realize high-spatial resolution field-effect transistor (FET)-based
sensor arrays on planar or flexible substrates [44, 53]. Adequate spatial
resolution is necessary for perception of surface roughness and textures at
different scales [54, 55]: a biomimetic approach to achieve an unprecedented
level of performance in identifying objects by their tactile texture has been
developed using a biologically inspired tactile sensing system (BioTac) [56].
Vibrations of the skin are induced when sliding over textured surfaces and
they propagate efficiently through the liquid-filled sensor where they can
be measured by a pressure sensor. Fingerprint-like ridges with biomimetic
size (0.4 mm spacing) enhance detected vibrations [57] and are expected to
also enhance local tactile shape discrimination [58], in line with previous
consideration that surface properties of the structural skin layers affect the
sensing properties of the human touch. The spatiotemporal resolving power
of the same finger sensing system has also been tested in measuring its ability
of localizing contact and discriminating pressure, motion direction, and speed
(together with textures) [59].

As just shown with the example of the BioTac finger, to endow haptic
devices with human-like perception and action abilities to manipulate objects,
they must be provided not only with tactile sensors but also with intelligent
algorithms to select, control, and interpret sensor data. This may require solv-
ing such open issues as how to handle high sensor data rates (many sensors,
large bandwidth), how to make sensor fusion, and how to extract information
intelligently out of the multitude of sensor data. All this affects timing for
the sensory feedback to the nervous system and may strongly influence the
embodiment of a prosthesis: in humans, the time delay for tactile signals to
reach the brain is in the range of tens of milliseconds [60]. Some interesting
elements might be adopted from robotics, which addresses such issues as
the representation and management of heterogeneous, distributed sensory
information and the adoption of a real-time computational infrastructure to
collect, process, and transfer sensory data [61]. To avoid high communica-
tion bandwidth, the e-skin can process raw tactile data close to the sensor
location and extract structured information by machine learning paradigms.
High-level features extracted from tactile sensors for sensorimotor control
are mainly normal forces useful for grasp control, object manipulation, and
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orientation determination; tensile strains for proprioception; shear forces for
grasp control and friction determination; and vibrations for slip detection and
texture determination [61]. However, embedding machine learning imposes
challenges in terms of time latency, energy consumption, and memory storage
[62]. This issue can be addressed by relying on approximate computing
techniques applied at algorithmic, architecture, and circuit levels [63]. Decou-
pling approximate computing methods with hardware accelerators used in
traditional processors may also improve the efficiency of such systems.
Moreover, taking benefit of the parallelism featured in parallel ultralow power
(PULP) processors is one of the most employed solutions to tackle these
challenges [64].

In humans, the electrical pulses (action potentials) encode informa-
tion on the mechanical interaction and allow for long-distance information
transfer. Time-continuous voltage signals can be transmitted in artificial
sensing systems, though conventional tactile systems transmitting “always-
on” information serially lead to issues discussed earlier. Alternative more
biomimetic approaches for human-in-the-loop sensorimotor systems rely on
neuromorphic tactile skins, which are expected to bring some fresh contri-
butions to this field. Biological neural sensory and processing systems rely
on the neuron as the processing element, which accumulates input spikes
for a certain time, produces its output spike, and resets itself. Synapses
connect different neurons and transport spikes, introducing a weight: they
thus perform communication and memory functions simultaneously. Process-
ing is performed together by neurons (typically grouped into populations)
and synapses, preventing a clear distinction between elements performing
processing, communication, and memory tasks. Neuromorphic systems try
to mimic the efficient and low-power sensing and information processing
of the human nervous system, though the performance of these artificial
systems is still well below that of their biological counterparts [65]. In a
neuromorphic e-skin, the tactile signal is converted into event-driven sens-
ing strategies for efficient encoding, transmission, and processing of tactile
information. The event-driven paradigm should be applied at the level of
sensory acquisition and consists of a first type of tactile sensors (taxels)
detecting transient information (onset of contact and contact release) and
another type of taxels encoding the pressure level through their instanta-
neous firing rate [66]. A very recent work merges different perspectives
on event-driven systems and evaluates the applicability of existing event-
driven implementations in large-area e-skin systems [67]. To give an example



9.3 Electronic Skin Systems for Prosthetics 209

relevant to prosthetics, in [68] the frequency of digital output signals encodes
the intensity of the mechanical interaction in organic semiconductor-based
sensing devices mimicking slow-adapting mechanoreceptors. The reader is
referred to [4] for aspects related to the electronics for reading sensory data
and encoding biomimetic output. Specific neuromimetic architectures can
simultaneously transmit tactile information while preserving low latencies,
thereby resolving fine-grained spatiotemporal features necessary for rapid
tactile perception [69]. Hardware-based neuromorphic tactile data processing
with neural network-like algorithms would be more energy efficient than
software-programmed neural networks [4]. The reader is referred to [4] and
references therein for examples of devices imitating biological neuron func-
tioning and acting as possible building blocks for such hardware-based neural
networks, e.g., the neural nanowire FET device, or neuromorphic architec-
tures such as memristors, spin logic, neuron MOSFET or analogue circuit-
based neurons, though they have not been adequately explored yet for tactile
skins.

The last point concerns power management and energy autonomy. Even
if the surface of the prosthetic device is not as big as the whole surface of
the robot body, covering a prosthetic limb with high density of multiple types
of electronic components (e.g., sensors, actuators, electronics, etc.) requires
energy. The need for frequently recharging batteries or energy storage devices
is certainly an obstacle for amputees to accept integrating advanced prosthetic
devices into their everyday life. Therefore, flexible energy systems to realize
energy-autonomous e-skin are relevant solutions for prosthetics applications.
A few preliminary designs have been proposed, consisting of sensing sys-
tems including energy generators such as piezoelectric (mechanical), solar
microcell arrays (light), biofuel cells (chemical), storage devices (stretchable
batteries and self-capacitors), and high efficiency power transmission systems
[70]. On the sensing side, graphene-based sensors look promising [71]. There
have been already different attempts to harvest ambient energy for self-
powered e-skin [72]. Obviously, energy management strategies are needed
to reduce power demand by, for example, dynamically addressing only those
sensors relevant for the task at hand. Alternatively, some recent attempts for
power-optimized system implementations targeted wireless power transfer
and battery-less operations. Details on all these aspects are illustrated in
[31, 70], and references therein. To account for this critical issue in e-
skin development, we include a reference example of self-powered e-skin
in Table 9.1.
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Table 9.1 Representative electronic skin systems targeting prosthetic applications
Processing and

References Sensing Encoding Suitable Features
[74] Supramolecular

biomimetic e-skin

• Transparent
hydrogel skin

• Capacitive and
resistive sensors

Output

• Finger bending–
straightening
from capacitance
changes upon
deformation

• Compression
stress from
geometry
changes

• Temperature
increase from
real-time
resistance
decrease

Sensing

• Multimodal:
Temperature,
strain, and stress
sensing
capabilities

• high sensitivity
• wide

temperature
range

System

• compliant/
flexible/
stretchable

• self-healing
• robust

[75] Stretchable and
conformable matrix
networks (SCMN)

• 5 SCMN with
pressure sensors (1
middle, 3 forefinger,
1 thumb)

• 1 SCMN with
temperature sensor
(thumb)

• 6 sensor types
fabricated and tested

Output

• Relative
humidity

• UV
photodetection

• Static/dynamic
magnetic field

• Pressure/grip
strength and
proximity

• Temperature,
bending and
in-plane strain

Sensing
(multimodal arrays)

• Detect and
differentiate
three or more
stimuli
simultaneously

• Adjustable
sensing range

• Large-area
expandability

• Highly
stretchable

• Detect pressure
as low as 7.3 ±
1.2 Pa

• Proximity
sensing from 4
cm

• High-density 3D
integration

System: coupled to
a robotic hand

(Continued)
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Table 9.1 Continued
References Sensing Processing and

Encoding
Suitable Features

[76] Stretchable optical
waveguides sensor

• 3 waveguides into
each finger
actuator-final
waveguide acts as
touch sensor for the
fingertip

• LEDs transmit light
and photodetectors
can sense it: light
power loss is related
to strain

• Each digit is
capable of both
proprioception and
exteroception

Output

• Bending (+ direction)
• Elongation
• Curvature
• Pressure

Signal processing to
detect:

• shape
• texture
• softness
• object (classification)

Sensing
(proprioceptive and
tactile)

• Highly repeatable
output

• Easy to calibrate
• Chemically inert
• Low hysteresis
• High precision
• High sensitivity
• Compatible with

large strains
• Complex sensor

shapes possible

System: coupled to a
prosthetic hand

• Easy to fabricate
• Highly compliant

and stretchable
(∼85% strain

• High SNR >50

[5] Modular prosthetic
Limb

• Fingertip sensors to
sense force (strain
gauge/capacitive
array), vibration
(3-axis
accelerometers),
heat flux
(thermistor), contact
(PVDF piezoelectric
polymer array)

• Join proprioception

Output

• Position, velocity,
torques, and internal
temperature feedback
for each actuated joint

• From contact sensors:
localization of
applied forces and
feature discrimination

• From accelerometers:
vibration, surface
texture recognition

Sensing
(proprioceptive and
tactile)

• Multimodal:
Temperature, strain,
and stress sensing
capabilities +
proprioception

• PVDF sensors: high
sensitivity,
mechanically
durable, wide
bandwidth,
self-powered

System: coupled to a
prosthetic limb
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9.3.2 Sense of Touch in Prosthetics: Case Studies

Toward the development of distributed sensing systems that can be interfaced
intuitively with the human being, the PH-coding project (EU FET Open) [73]
has been recently approved among those projects considered as the most chal-
lenging and breakthrough in the framework of current research. This project
might cross the boundaries of what is currently possible, opening novel ways
for haptic perception and natural movements with new-generation prosthetic
devices, suitable to cope with incredibly rich and diversified representations
in the brain. At the present stage, though, this goal seems out of reach,
as many open issues have still to be managed for successfully coupling an
artificial prosthetic skin to a nervous system. The components of the e-skin
that need to be developed include sensors, signal encoding, signal transmis-
sion, and a method to convey the sensory information to the nervous system
(feedback encoding) [30]. In Table 9.1, we summarize several examples of
e-skin systems specifically conceived for the application in prosthetics by
addressing issues such as sensors, electronics, manufacturing, and resilience.

A recent example of highly-sensitive multimodal skin, integrating dis-
tributed and heterogeneous sensors was presented in [74]. In particular,
when this biomimetic skin is stimulated by both strain and temperature in
a complex environment, the capacitive sensor detects the strain stimulus,
while the temperature variation can be derived from the resistive sensor
(with wide measurable range). This transparent hydrogel skin shows shape
reconfiguration ability to adapt to irregular surfaces and is also compliant
to prosthetic finger locomotion (stretchability). An important property of the
system, substantially increasing the resilience, is that the skin mimics self-
healability of natural skins: it not only shows elastic resilience under finger
presses, but is also able to reconfigure its shapes and heal cracks very fast.
However, the system has been implemented on a custom-made 3D printed
prosthetic finger and not yet on a real prosthesis. Therefore, signal encoding
and transmission together with a feedback method to send usable information
to the user are still missing. Moreover, long-term stability is to be evaluated.

The next example, presented in [75], shows the potentialities of advanced
sensing systems coupling stretchable technologies with a rich sensorization.
Highly stretchable and conformable matrix networks (SCMN) are made of
100 nodes (1.6 mm in diameter), built on polyimide wires coated with
Au thin film (50-µm width, 25-µm thickness). An intelligent prosthetic
hand is equipped with personalized SCMN configurations on three fingers
(thumb, forefinger, and middle finger), at present only including pressure and
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temperature sensors. Grip strength and temperature are retrieved from the
sensors on the prosthetic hand, but closed-loop control, utilizing feedback,
was not implemented. Overall, the feasibility of detecting temperature, in-
plane strain, relative humidity (RH), ultraviolet (UV) light, magnetic field,
pressure, and bending was demonstrated. The main drawback is that this
system is neither robust to sensing conditions nor resilient to wear and
abrasion.

Stretchable optical waveguides have been used for strain sensing in a
soft and dexterous prosthetic hand [76]. The prosthetic hand is composed
of four pneumatically actuated soft fingers and a thumb mounted onto a
rigid palm. Each digit is a hollow silicone tube with fibers patterned into
an elastomer. Compressed air enters each finger hollow core and causes the
finger to bend and the hand to grasp. Photonic strain sensors are embedded
into the actuator membranes and used as curvature, elongation, and force
sensors, providing both proprioception (sensing internal pressure and active
bending) and exteroception (sensing passive bending and external force at the
fingertip) to each digit. The sensorized prosthetic hand has been employed
to conduct various active sensation experiments inspired by the capabilities
of a real hand, including detecting shape and texture, probing softness,
and recognizing objects. All these experiments are purposely performed in
open loop, to focus on the importance of the stretchable waveguides for
active sensation. Future challenges relate to increasing the sensor number for
both proprioception and exteroception and improving the sensor sensitivity.
The system could be interesting for its sensory capabilities; however, no
human-in-the-loop integration was demonstrated in the study.

The modular prosthetic limb (MPL) and its rich sensorization are thor-
oughly illustrated in [5]. Each actuated joint in the MPL has position, velocity,
torque, and internal temperature feedback. Through accelerometers and force
sensors on fingertips, autonomous grasping (slip detection algorithm) and
surface texture characterization could be directly implemented at the pros-
thesis level. Low frequency force feedback provided by the fingertip sensors
could be used for “human-in-the-loop” force control, though this has not been
done yet.

BioTac is to be finally mentioned among most relevant biomimetic tactile
sensing systems enabling human-like haptic perception suitable for prosthet-
ics. It measures changes of impedance on its electrode array in response to
force on the fingertip and integrates a thermistor to measure temperature.
Tactile data processing enables fine discrimination of textures [56], detect-
ing object compliance [77], and grasping fragile objects [78], to cite some
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representative examples. The reader is referred to the previous section for a
more thorough description of the system.

In Table 9.2, we present two examples of a complete “e-skin sensing” –
stimulation system to close the sensorimotor control loop in prosthetics.
Together with issues related to sensing, Table 9.2 also summarizes the
information related to signal encoding and transmission, as well as stimu-
lation method employed to deliver the feedback information to the user of a
prosthesis (Table 9.2).

To the best of our knowledge, the study [79] is the sole example of
closing the loop in prosthetics using a biomimetic (scalable) skin structure
coupled to a real prosthetic hand (Bebionic, Ottobock). This biologically
inspired e-dermis enables the prosthesis user to perceive a continuous spec-
trum from innocuous to noxious touch through a neuromorphic interface
that produces receptor-like spiking neural activity. A biomimetic multi-
layered e-dermis is placed over the fingertips of the thumb, index, ring,
and little fingers: conductive and piezoresistive textile sensors are encased
in rubber. A dermal layer of two piezoresistive sensing elements is sep-
arated from the epidermal layer (with one piezoresistive sensing element,
only) with a 1-mm layer of silicone rubber. The epidermal layer is more
sensitive and has a larger change in resistance compared with the dermal
layer. The e-dermis output is used as input current to the artificial neuron
model, which provides information on the loaded fingers with three levels of
pressure using neuromorphic representation of touch. The neural equivalent
of a tactile signal is fed back to the user through transcutaneous electrical
nerve stimulation. The median and ulnar nerves, innervating relevant areas
of the phantom hand, have been identified on the amputee’s left resid-
ual limb and targeted for noninvasive electrical stimulation. Moreover, an
autonomous pain reflex is activated on the prosthetic device, mimicking
the functionality of the polysynaptic pain reflex in humans. Though sen-
sors are embedded into a compliant multilayered structure mimicking the
human skin, the drawback of this solution is still the low number of sen-
sors, which prevents higher resolution sensing and more human-like tactile
perception.

Research illustrated in [80] is the first attempt for sophisticated electro-
tactile feedback integrating advanced distributed sensing (e-skin including
64 piezoelectric polymer sensors) and distributed electrostimulation (32
electrodes). For sensing, piezoelectric polymer sensors (PVDF) have been
used, which might be considered as biomimetic in that they have the char-
acteristics of both FA and SA receptors in the human skin (see previous
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Table 9.2 Electronic skin systems coupled with electrotactile stimulation for feedback
Processing and Transmission and Suitable

References Sensing Encoding Feedback Features
[79] Multilayered

e-dermis
placed over
the thumb,
index, ring,
little of the
Bebionic
prosthesis (3
taxels /
fingertip)
Pressure
sensors
made of
piezoresis-
tive and
conductive
fabrics
Sensing area
∼1.5
cm2/fingertip

Output:

• Pain detection
• Discrimination of

object curvature and
sharpness

• Detection of
fingertip pressure,
contact rate, number
of active taxels

• Feedback on loaded
fingers with 3
pressure levels
using neuromorphic
representation

• Prosthesis reflex
after ∼100 ms of
pain detection

Sensor signal
input to
prosthesis control
(controlled from
PC via BT)
Stimulator control:
3 levels of
pressure encoded
through
stimulation pulse
width and
frequency

Sensing
(piezoresistive)
e-dermis to
perceive
continuous
spectrum from
innocuous to
noxious touch
through a
neuromorphic
interface that
produces
receptor-like
spiking neural
activity

• Sensing
pressures up
to 300 kPa

• High
sensitivity

Feedback:
Transcutaneous
electrical nerve
stimulation
(TENS) using
Neuromorphic
mode

[80] E-skin with
64 taxels:
piezoelectric
(PVDF)
pressure
sensors.
Overall size:
rectangular
patch (12.8
× 4.8 cm2)
Single Taxel radius:
1.5 mm

Processing:

• Calibration
• Time integration
• Spatial fusion

Output:
Detecting moving
contact on the skin

Single voltage
value per data
segment (average
on 4 neighbor
taxels) sent to the
stimulator at the
sampling rate of
20 Hz (new value
each 50 ms)

Sensing
(piezoelectric):

• Detect low
pressures
(>100 Pa)

• Large
bandwidth
(0.1 Hz–1
kHz)

• Mechanical
flexibility

(Continued)
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Table 9.2 Continued
Processing and Transmission and Suitable

References Sensing Encoding Feedback Features
Feedback:
noninvasive,
cutaneous
electrotactile
System: enables
recognition of
moving stimuli
features
(position,
direction, shape)

section). This study was conducted as a proof of concept to demonstrate the
feasibility: the system has been tested in eight healthy subjects who were
asked to recognize the shape, trajectory, and direction of a set of dynamic
movement patterns (single lines, geometrical objects, and letters) presented
on the e-skin. The experiments proved that the system successfully translated
the mechanical interaction into the moving electrotactile profiles, which
the subjects could recognize with a good performance (shape recognition:
86 ± 8% lines, 73 ± 13% geometries, and 72 ± 12% letters). In particular,
the subjects could identify the movement direction with a high confidence.
Though coupled to a rigid substrate for the current study, the sensing system
is flexible enough to be integrated on curved substrates as those of a prosthetic
hand.

Such high-resolution noninvasive feedback interfaces might be used to
explore novel scenarios for effective communication with the amputee. In the
same context, though sensing is not included this time, a multimodal method
to encode tactile information to possibly maximize information transmission
to the amputee was presented in [81]. In that study, we described a novel
noninvasive interface for multichannel electrotactile feedback (matrix of 24
electrodes) and investigated to what extent able-bodied human subjects could
localize the electrotactile stimulus delivered through the matrix. Experimental
results on eight able-bodied subjects showed that a novel dual-parameter
modulation scheme (with interleaved frequency and intensity) substantially
improved the spatial localization of the stimulus compared to both same-
frequency and mechanical stimulations. This work thus contributes to coding
approaches that can be used in combination with e-skins to noninvasively
close the sensorimotor control loop in prosthetics.
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Figure 9.3 Demonstration of a complete distributed sensing-stimulation system for pros-
thetics applications [82]. The sensor matrix (left) is connected to acquisition electronics that
samples the tactile signals and sends commands to a stimulator via a Bluetooth link. The
stimulator generates electrical pulses that are delivered to the prosthesis user via a matrix
electrode placed on the residual limb.

The next step will be to directly couple the e-skin to a prosthetic hand
and the cutaneous multichannel electrode to the residual limb of an amputee,
while preserving the described methods to encode tactile information. Fig-
ure 9.3 illustrates the overall concept, which has been demonstrated in
this version in [82]. The live demo system included (i) high-resolution
flexible e-skin patches (4 × 4 arrays) based on piezoelectric polymers to
be integrated into the prosthesis fingertip and a commercial (16 × 10)
FSR sensor array based on piezoresistive polyester as a proof of con-
cept for palm sensors, (ii) a SoC-based electronics for signal conditioning,
data acquisition and processing, and wireless stimulator control, and (iii)
a fully programmable multichannel electrostimulator connected to flexible
electrode matrices. The system automatically translated mechanical stimuli
into stimulation profiles delivered to the participant through electrocuta-
neous stimulation. We demonstrated that the participant was able to identify
how the e-skin surface had been touched, by receiving this information
through electrostimulation only, proving therefore that a human subject was
able to successfully interpret tactile sensations elicited by the proposed
system.

Figure 9.4 finally integrates all e-skin systems associated with the case
studies reported in this section (Tables 9.1 and 9.2), providing an overall view
of distributed tactile sensing systems developed for prosthetics.
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Figure 9.4 Electronic skin systems suitable for the application in prosthetics. The panels
(a)–(f) depict the systems described in [56, 74–76, 79, 82].

9.3.3 Conclusive Remarks

To develop humans-in-the-loop next-generation prosthetic systems endowed
with the sense of touch, advanced sensing systems that can mimic skin-like
perception are needed. Beyond the state-of-the-art, human-inspired principles
and current research in robotics provide valuable insights for the advancement
of future general-purpose sensorimotor systems for prosthetics [61]. Novel
platforms based on anthropomorphic mechanics of the artificial hand (e.g.,
SoftHand [83] and Hannes [84] hand) if endowed with e-skin systems might
provide more functionality and utility to their users, since they would mimic
the wide potentialities of the human hand for both perception and action.
Managing these complex systems will require implementing sensorimotor
control mechanisms that are inspired by such concepts as sensor binding, rep-
resentation, dimensionality reduction, and motor and sensory synergies [61].
On the other side, a robust, intuitive, and symbiotic bidirectional interface
with the human nervous system is still needed for effective brain-controlled
sensorimotor operation of the prosthetic device in daily-life activities.
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9.4 Electrotactile Stimulation for Sensory Feedback

The application of electrical stimulation to activate skin receptors and afferent
nerves to provide somatosensory feedback is not new [22]. However, only
in recent years advances in transcutaneous electrical stimulation technology,
including compact stimulation hardware and multiarray electrodes, allowed
the design of miniaturized systems that can provide sufficient flexibility to
be considered as possibly the best channel for providing tactile feedback
and closing the loop in myoelectric prostheses. Advantages of this tech-
nology compared to well-investigated vibrotactile stimulation are primarily
in size. Therefore, a significantly higher number of electrodes that can
serve as independent actuators can be integrated into a prosthesis socket.
In addition, the stimulation parameters are decoupled, i.e., amplitude and
frequency can be independently modulated and thereby serve as independent
feedback channels. In vibration motors, these parameters are coupled through
mechanical design (e.g., the resonance effect in a mass-spring system [85]).
The primary disadvantage of electrotactile stimulation is that the elicited
sensation might be inconsistent. The reported intensity, comfort, and quality
can depend not only on subjective perception and individual skin properties,
but also on the exact electrode location. And indeed, an important aim of
the current research is to develop efficient and fast calibration procedures
and electrode/skin interface that can ensure stable and intimate contact [86].
An additional disadvantage is that electrical stimuli can distort EMG signals
used to control a myoelectric prosthesis [87], but there are clear indications
that this can be efficiently resolved with a specific design of the multiarray
stimulation electrode in combination with internal blanking algorithms. The
recent findings, which will be discussed in the next section, indicate that
we are getting closer to overcoming most of these inherent limitations of
electrical stimulation. Therefore, a high-bandwidth tactile feedback channel
that could enable real-time transfer of information from high-density e-skin
sensors might be available in the near future.

9.4.1 Electrotactile Stimulation Hardware

The principle of spatial and time distribution of stimulation over multiarray
electrodes was developed to address the need for more effective func-
tional electrical stimulation systems that could allow not only easier setup
and electrode placement but also greater selectivity in muscle stimulation.
In functional electrical stimulation, the electrical current pulses are delivered
to motor nerves to elicit their depolarization, so that they in turn activate
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Figure 9.5 Single channel stimulation systems that integrate a demultiplexer to distribute
electrical pulses to multiple electrode pads. From left to right: (a) IntFES v1 single output stage
32-channel stimulator via time multiplexing of pulses and 16-channel electrode connected to
a demultiplexing unit; (b) IntFES v2 adapted for sensory stimulation connected to an array
electrode via 16-channel demultiplexing unit; and (c) MaxSens system on the forearm of the
subject with 16 channel of electrotactile stimulation and 8 channel of bipolar EMG recording
in a compact wearable housing.

muscles to contract and produce limb movement. This approach can be
used to restore movements in persons suffering from paralysis. Initially,
the distributed stimulation was implemented through a switch box in which
mechanical switches allowed user to manually control the output where the
current would flow [88]. However, the real advantage of multiarray elec-
trodes and distributed stimulation was achieved once a digital demultiplexing
circuitry was embedded into the stimulation system. Importantly, the demul-
tiplexer could be directly controlled by the stimulator-embedded intelligence
[89]. The IntFES v1 stimulation system (Figure 9.5a), based on current
controlled biphasic pulse generator, introduced the paradigm of asynchronous
stimulation [90]. By distributing the stimulation pulses to several pads in a
single refractory period through a demultiplexing unit, this approach allows
a single output stage stimulator to effectively act like a multichannel device.
For instance, IntFES v1 can be considered a 16- or 32-channel stimulator,
depending on whether only one or two demultiplexing units are used. The
only physical limitation to the principle of time demultiplexing of stimulation
is that the number of active channels × pulse duration must be less than the
stimulation period.

A clear benefit of the proposed principle demonstrated through the Int-
FES v1 system was that a high number of stimulation channels could be
achieved with a compact wearable device, which can be controlled via a
Bluetooth interface. This has provided the motivation to explore whether
this technology can also be exploited in tactile feedback applications, where
the goal is to activate superficial skin afferents and not the motor nerves (as
in functional electrical stimulation). Therefore, a second generation of this
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stimulator (IntFES v2) was developed (Figure 9.5b). This system increased
the number of output channels to 64 and included additional communica-
tion and control interfaces (including touch screen) to better address the
requirements of tactile feedback applications. The main difference between
sensory and motor stimulation is in the required current density, since the
electrical charge to provoke depolarization and activity of superficial skin
afferents is substantially lower compared to that needed to activate deeper
efferent nerves. Therefore, the design of IntFES v2 was changed to decrease
the stimulation amplitude range (0,1 to 5 mA instead of 1 to 50 mA) and the
increment/decrement step to 0,1 mA, where the latter enabled a fine control
of evoked sensations [91].

Several studies confirmed that a large number of stimulation channels
can indeed be used to present high-bandwidth multivariable information to
the user of a prosthesis [92] and that electrotactile stimulation could provide
meaningful and effective feedback that can improve prosthesis control [93].
Motivated by these encouraging results, a stimulation system using time and
space distribution of pulses was designed specifically for afferent stimulation
(Figure 9.5c). Due to smaller current amplitudes and output voltage, the
system could be further minimized. This system was conceived to enable
closed-loop control of a myoelectric prosthesis, and therefore, MaxSens
device integrated an 8-channel EMG amplifier together with 16 channels
of distributed electrotactile stimulation. This integration also allowed the
investigation and integration of various blanking algorithms that can ensure
the preservation of EMG signal quality in the presence of stimulation
artifacts [94].

9.4.2 Multiarray Electrodes and Electrode/Skin Interface

The systems that allow time and space distributed stimulation can be effective
only when used with an adequate electrode design (Figure 9.6). For instance,
if multiple channels are closer than two-point discrimination threshold [95]
of intended body part, these channels will become redundant and in that sense
useless for spatial coding of information. Furthermore, electrode size, shape,
and the skin interface layer will affect the stimulation system requirements.
For example, if the contact surface between the electrode and the skin
is small, the impedance will increase and this might increase the voltage
demands to the point where sufficient output current cannot be achieved.
The impedance of the electrode–skin interface will not only affect hard-
ware requirements, but the adhesive and ionic properties will also affect
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Figure 9.6 Various multielectrode array configurations designed and tested for the applica-
tion of electrotactile feedback, from left to right: concentric electrode 4× 3 matrix, conductive
rubber interface 2 × 8 with common anodes, and multiring electrode. This technology is very
flexible and allows printing the electrodes with an arbitrary size, shape, configuration, and
number of electrode pads.

stimulation comfort. All in all, the electrode design, i.e., pad size, shape, and
arrangement, and the interface material need to be thoroughly investigated
and adapted to the specific application of interest.

In our previous work, we tested two reference designs of the array elec-
trode with enough pads to provide rich feedback, potentially even multiple
feedback variables in parallel. The aim in both cases was to minimize the
overall electrode size to allow incorporation in the socket while assuring
that the distance between the pads was above the two-point discrimination
threshold for the forearm (∼9–10 mm [95]). First electrode design consid-
ered common anode stretching across the electrode array, while the second
considered concentric electrode configuration (i.e., the anode encircling each
cathode). It should be noted that in case of symmetric biphasic stimulation,
the term anode is used colloquially to denote the electrode which will not
be depolarized by the compensatory pulse due to a greater surface that will
decrease the current density below the activation threshold. The experimental
evaluation showed that both designs exhibited similar performance in stimuli
localization and could be therefore effectively used for spatial coding of
feedback from the myoelectric hand (Figure 9.7) [91].

9.4.3 Electrotactile Feedback From Myoelectric Prostheses

Flexibility of the distributed stimulation over multielectrode arrays allows
generating versatile stimulation profiles and thereby transmitting high-
bandwidth feedback information. The question is how to optimize the use
of this information channel, how to encode and present the feedback variable
to the user, and how to optimize the dynamic characteristics of the feedback



9.4 Electrotactile Stimulation for Sensory Feedback 223

Figure 9.7 Two array electrodes designs (16 pads) for spatial information coding of
feedback from a myoelectric prosthesis: common anode configuration (left), and concentric
electrode configuration (right). Figure taken from [91].

so that it can be used robustly in prosthesis control. The information can
be encoded by modulating the stimulation parameters (amplitude, frequency,
and pulse width) and/or the active pad (the so-called spatial coding) [96].
Considering that user perception is dependent on the electrode/skin interface
and location, proposed practice in the design of multivariable coding schemes
is to use stimulation amplitude calibration [86]. The calibration ensures that
the stimulation is not unpleasant (below the discomfort threshold) while at
the same time it evokes a clear sensation (above detection threshold) for each
electrode pad.

Parameter modulation and spatial coding can be combined to encode
one or more independent variables from the prosthesis. The so-called
mixed coding allows eliciting many different tactile sensations (N frequen-
cies/intensities × M pads) that are still clearly discriminable. Therefore,
this enables providing a high-resolution feedback when conveying a single
feedback variables (e.g., grasping force). As demonstrated in [92], such
feedback allows the user to modulate the prosthesis grasping force to track
a reference trajectory and to grasp objects by exerting desired force levels.
Furthermore, the feedback can improve the prosthesis control by facilitating
short- and long-term learning [93].

However, possibly the most important advantage of multipad electro-
tactile feedback is that its flexibility can be used to present multivariable
information simultaneously. Based on this principle, the idea of dynamic
stimulation patterns was introduced [91]. The patterns were designed to
convey feedback on the applied force using frequency modulation in par-
allel to proprioceptive feedback (wrist rotation), which is encoded through
spatial modulation. Initial results from the assessment of this approach in
six amputees confirmed that this type of feedback coding is indeed intuitive
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Figure 9.8 Dynamic encoding patterns to communicate multiple prosthesis variables using
an array electrode that is placed around the residual limb. Hand opening and closing are
indicated by moving the two electrotactile stimuli toward and away from each other. Wrist
rotation is conveyed by moving the electrotactile stimulus around the forearm. Grasping force
is encoded through the frequency of stimulation. The proposed patterns can be combined
(superposed) to transmit several variables in parallel. Figure adapted from [91].

and allows the users to clearly differentiate feedback about four prosthesis
variables (Figure 9.8).

9.5 Discussion

In the present chapter, a concept is proposed for high-bandwidth closed-
loop interfacing between the user and his/her prosthetic limb (Figures 9.1
and 9.2), and the technologies that are required to implement this challenging
vision are reviewed. As described in the earlier sections, there are promis-
ing developments in the field of e-skins, which are suitable for wearable
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applications, as well as in the design of electrocutaneous stimulation systems
delivering electrical pulses through matrix electrodes with a high number of
conductive pads. However, although the development of the technology is
indeed essential to enable this novel approach to human–machine interfacing,
there are also additional important challenges that need to be tackled before
a successful application is possible. One of the critical questions is how to
transmit the feedback information most effectively to the prosthesis user.

On one side, the e-skin covering the prosthetic hand with a dense network
of tactile sensors will provide an abundance of tactile data. This information
needs to be transmitted through the human tactile channel by delivering elec-
trocutaneous stimulation. Considering the confined space that is available in
a prosthetic socket, where in some cases the residual limb can be rather short,
it is quite possible that the number of electrodes can be even substantially
smaller than the number of taxels. Therefore, it is likely that some form of
sensor data fusion and/or dimensionality reduction will need to be applied to
the raw e-skin data. In our recent work, for example, the data from the four
neighboring taxels were averaged and then mapped to a single pad within
the matrix electrode [80]. The same work also demonstrates that the tactile
signals might need to be conditioned and processed to extract useful aspects
of tactile interaction so that those can be transmitted to the subject. In [80],
the sensor signals had to be integrated to estimate the static response.

After such initial manipulations, the sensor data could be directly trans-
mitted to the subject. In this case, the mapping between the sensor readings
and electrotactile stimulation would be rather straightforward: a response of
a single taxel or a group of neighboring taxels leads to activation of a pad or
a group of pads in the electrode. The assumption of this approach would be
that the brain could learn to extract higher-level perceptual properties from
the spatially distributed stimulation delivered over the residual limb. After
repeatedly grasping different objects using prosthesis and associating the
elicited tactile sensations with the concomitant visual input, in one moment
the user would be able to recognize the shape of the object that is grasped
by focusing solely on the tactile sensations. This would hopefully include
estimating not only object shape, but also other properties and aspects of
tactile interaction. For example, the subject might be able to detect that the
object started slipping from the grasp by registering the movement of the
electrotactile stimuli from pad to pad. The previous works [97, 98] in using
sensory substitution to convey visual and auditory information through the
sense of touch are encouraging since they demonstrate that indeed complex
information can be transmitted haptically.
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Another approach would be to first process the raw sensor data to extract
meaningful high-level information, which is then communicated to the sub-
ject through a matrix electrode. To this aim, material physics and machine
learning [99, 100] could be applied within the embedded skin electronics
to detect the type of mechanical interaction (e.g., rolling or sliding), esti-
mate object properties, compute force vectors, and/or detect slippage. The
electrotactile interface would then convey the computed outcomes instead of
the raw sensor data. For instance, instead of the subject detecting slippage
by noticing the movement of the electrotactile stimulus, the slippage in this
approach would be indicated by activating a specific electrode pad dedicated
to conveying the slippage event. The flexibility of the matrix interface can be
exploited to transmit different high-level feedback variables in sequence or
even simultaneously. For example, some pads can be assigned to the grasping
force while the others can be used to map joint angles, hence providing
artificial extero and proprioception.

The aforementioned flexibility of the interface is an advantage. However,
it is also a challenge since there are many possible ways to encode feedback
variables. The pads can be activated in different spatial combinations while
modulating the frequency and/or intensity, where the latter can be adjusted
individually for each pad. Identifying the most promising combination of
encoding schemes to transmit a high volume of data (taxel responses and/or
multiple feedback variables) is still an open research question.

The main motivation for implementing a high-density sensing and stim-
ulation interface is that it would improve the utility of a prosthetic system
as well as user experience. A sophisticated feedback on the hand–object
interaction would allow the user to command the prosthesis to achieve more
stable and effective grasp. At the same time, this would open up a pathway to
address additional scenarios that have not been considered before in prosthet-
ics, such as, allowing the prosthesis user to feel passive, social, and affective
touch [101]. For example, the feedback would indicate when someone else
touches the prosthesis, and the amputee could perceive the sensation of gentle
caressing. These types of interactions are likely to substantially facilitate the
embodiment of the prosthesis.

One aspect that has not been addressed in this chapter is that the informa-
tion measured by an e-skin can be also used to implement a local feedback
look, within the device itself. The artificial controller could exploit the tactile
data to control the prosthesis automatically. When slippage is detected, for
instance, the grasping force could be increased mimicking the action of a
biological reflex. This action is already implemented in some commercial
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systems [102] using a single discrete sensor. The e-skin would allow detect-
ing the slippage event in more detail possibly triggering different recovery
strategies (e.g., activating different fingers to prevent the slip in a particular
direction). Furthermore, the information on the pattern of contacts while the
prosthesis is closing around the object, provided by the e-skin, could be used
to move individual fingers to achieve force closure and overall stable grasp
(tactile-servoing) [103].

In this chapter, we have considered the application of advanced sensing
and stimulation technologies in the realm of upper limb prostheses. Never-
theless, these methods are equally relevant for lower limb prostheses. In this
case, the matrix electrode would be wrapped around the shank (transtibial
amputation) or thigh (transhumeral amputee) while the e-skin would be
covering the prosthetic foot. The spatially distributed stimulation could be
used, for instance, to convey the trajectory of the center of pressure as it
moves along the sole of the foot during the stance phase of gait. This and
other continuous (e.g., magnitude of grasping force) or discrete (e.g., contact
events) information could improve the stability and quality of walking in
lower limb amputees.

Overall, it seems that the technological components are already available
for the implementation of the proposed conceptual solution, but the critical
effort still needs to be invested to implement the full high-density closed-loop
solution operating online. This solution then needs to be tested psychometri-
cally as well as in functional tasks to assess the impact of such feedback on
the interaction between the user and his/her bionic limb.

9.6 Conclusions

Motivated by the developments of the artificial skin sensors and compact
multichannel stimulation devices, this chapter proposes a conceptual solution
for a high-bandwidth feedback interface between the user and his/her bionic
limb. The state-of-the-art technologies as well as initial efforts to close the
control loop are reviewed, and the remaining challenges such as variable
selection and encoding of information are discussed. The proposed concept
can potentially revolutionize the interaction between the user and his/her
prosthesis by providing spatially distributed tactile stimulation, mimicking
thereby the natural feedback provided by the sound hands. This can facilitate
prosthesis control and improve user experience, and enable touch modalities
that have not been considered in prosthetics before (e.g., the implementation
of passive, social, and affective touch).
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