
Tutorials in Circuits and Systems

Enabling Technologies for the 
Internet of Things: Wireless Circuits, 

Systems and Networks

Sergio Saponara (Editor)

Enabling Technologies for the 
Internet of Things: Wireless Circuits, 

Systems and Networks

Sergio Saponara (Editor)
Enabling Technologies for the Internet of Things: Wireless Circuits, 
Systems and Networks collects slides and notes from the lectures 
given in the 2017 Seasonal School Enabling Technologies for the 
Internet-of-Things, supported by IEEE CAS Society and by INTEL funding, 
and organized by Prof. Sergio Saponara, and Prof. Giuliano Manara.

The book discusses new trends in Internet-of-Things (IoT) technologies, 
considering technological and training aspects, with special focus 
on electronic and electromagnetic circuits and systems. IoT involves 
research and design activities both in analog and in digital circuit/signal 
domains, including focus on sensors interfacing and conditioning, 
energy harvesting, low-power signal processing, wireless connectivity 
and networking, functional safety (FuSa). FuSa is one of the emerging 
key issues in IoT applications in safety critical domain like industry 
4.0, autonomous and connected vehicles and e-health. Our world is 
becoming more and more interconnected. Currently it is estimated that 
two hundred billion smart objects will be part of the IoT by 2020. This 
new scenario will pave the way to innovative business models and will 
bring new experiences in everyday life. The challenge is offering products, 
services and comprehensive solutions for the IoT, from technology to 
intelligent and connected objects and devices to connectivity and data 
centers, enhancing smart home, smart factory, autonomous driving cars 
and much more, while at the same time ensuring the highest safety 
standards. In safety-critical contexts, where a fault could jeopardize the 
human life, safety becomes a key aspect.

Enabling Technologies for the Internet of Things:
W

ireless C
ircuits, System

s and N
etw

orks
Sergio Saponara (Editor)

River Publishers River PublishersRiver IEEE CIRCUITS AND SYSTEMS SOCIETYIEEE CIRCUITS AND SYSTEMS SOCIETY



EDITOR

Sergio Saponara
University of Pisa, Italy

Enabling  

Technologies for the 

Internet of Things: 

Wireless Circuits, 

Systems and 

Networks

RIVER ETfIoT BOOK P1.indb   1 16/7/18   9:16



RIVER ETfIoT BOOK P1.indb   2 16/7/18   9:16



Series Editors

Peter (Yong) Lian
President IEEE  

Circuits and Systems Society
York University, Canada

Franco Maloberti
Past President IEEE  

Circuits and Systems Society
University of Pavia, Italy

Tutorials in Circuits and Systems

For a list of other books in this series, visit www.riverpublishers.com

RIVER ETfIoT BOOK P1.indb   3 16/7/18   9:16



Published, sold and distributed by:
River Publishers
Niels Jernes Vej 10
9220 Aalborg Ø Denmark

River Publishers
Lange Geer 44
2611 PW Delft
The Netherlands

Tel.: +45369953197 www.riverpublishers.com

ISBN: 	978-87-93609-74-7 (Print)
	 978-87-93609-73-0 (Ebook)

Copyright © 2018 by The Institute of Electrical and Electronics Engineers - 
Circuits and Systems Society (IEEE-CASS)

Published by River Publishers.

No part of this publication may be reproduced, stored in are trieval system, or 
transmitted in any form or by any means, electronic, mechanical, photocopying, 
recording, scanning, or otherwise, except as permitted under Section 107 or 
108 of the 1976 United States Copyright Act, without either the prior written 
permission of the IEEE-CASS. Requests to the IEEE-CASS for permission to reuse 
content should be addressed to the IEEE-CASS Intellectual Property Rights Office 
at manager@ieee-cas.org

Library of Congress Cataloging-in-Publication Data: July 2018
Editor: Sergio Saponara
Title: Enabling Technologies for the Internet of Things: Wireless Circuits, Systems 

and Networks

RIVER ETfIoT BOOK P1.indb   4 16/7/18   9:16



Introduction	 7

1.	 Wireless Power Transfer for RFID Systems	 11
By Smail Tedjini

2.	 Computational Electromagnetics and Electromagnetic Compatibility  
for the Internet of Things	 41

By Ludger Klinkenbusch

3.	 Integrated Circuits & Systems for  
mm-wave/RF Wireless Transceivers in IoT Applications	 61

By Sergio Saponara

4.	 ICs and VLSI Architectures  
for mm-wave/RF Wireless Transceivers in IoT Applications	 89

By Sergio Saponara

5.	 Chipless RFID for Identification and Sensing	 109
By David Girbau, Antonio Lazaro, Simone Genovesi, and Filippo Costa

6.	 Near-Field Focused Antennas for Short-Range Identification  
and Communication Systems	 159

By Giuliano Manara, Andrea Michel, Alice Buffi, and Paolo Nepa

7.	 Ultra-low-power Devices, and Application of New Materials 
to mm-wave Antennas and Circuits	 181

By Massimo Macucci

8.	 A Functionally Safe SW Defined Autonomous and Connected IoT	 215
By Riccardo Mariani

About the Editor	 249

About the Authors	 253

Table of contents

RIVER ETfIoT BOOK P1.indb   5 16/7/18   9:16



RIVER ETfIoT BOOK P1.indb   6 16/7/18   9:16



This book collects slides and notes from the lectures given during the 2017 Seasonal School 
Enabling Technologies for the Internet-of-Things. 
Supported by IEEE CAS Society and by INTEL funding, the Seasonal School was held at 

University of Pisa, Italy, from 17th to 28th July 2017 [1], see Fig. 1. The school, organized by 
Sergio Saponara, Full Professor of Electronics at University of Pisa, and Giuliano Manara, Full 
Professor of Electromagnetism at University of Pisa, involved in two weeks lecturers from aca-
demia (e.g. Universities of Pisa in Italy, University of Kiel in Germany, Rovira i Virgili University 
of Tarragona in Spain, University of Grenoble-Alpes in France) and industry (e.g. Intel). More-
over, the school hosted two special events, chaired by Prof. S. Saponara, the “2nd Workshop 
IoT Industry Day” [2] and the “1st Workshop INTEL Functional Safety Day” [3], with the par-
ticipation of about 70 people per event. As social event, a dinner was held in a typical Italian 
restaurant with all students (coming from 17 different countries from Europe, Asia, Africa and 
South America). 

Lecturers discussed new trends in Internet-of-Things (IoT) technologies, considering techno-
logical and training aspects, with special focus on electronic and electromagnetic circuits and 
systems. IoT involves research and design activities both in analog and in digital circuit/signal 
domains, with issues to be solved for sensors interfacing and conditioning, energy harvesting, 
low-power signal processing, wireless connectivity, and networking. The Summer School is 
recognized as an official exam from University of Pisa. A written exam was held by students 
at the end of the Summer School.

As special lecturers, we had also the honor to host Prof. Franco Maloberti, IEEE CASS Presi-
dent, see Fig. 1, and Dr. Federico Faggin, the “father” of the microprocessor, and Dr. Riccardo 
Mariani, INTEL Senior Research Fellow, see Fig. 2. Functional Safety will be one of the key 
issue in emerging IoT applications in safety critical domain like industry 4.0, autonomous and 
connected vehicles and e-health. The world is becoming more and more interconnected. We 
currently estimate that two hundred billion of smart objects will be part of the IoT by 2020. 
This new scenario will pave the way to innovative business models and will bring new ex-
periences in everyday life. The challenge is offering products, services and comprehensive 
solutions for the IoT, from technology to intelligent and connected objects and devices to 
connectivity and data centers, enhancing smart home, smart factory, Autonomous Driving Cars 
and much more, while at the same time ensuring the highest safety standards. In safety-crit-
ical contexts, where a fault could jeopardize the human life, safety becomes a key aspect. 
That’s why, Functional Security is among the most important challenges for the future of IoT.

Introduction
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The main material presented during the school is now available through IEEE CASS & River 
Publishers with this slide and notes book. After this Introduction, the teaching material is organ-
ized in the following chapters:

Chapter 1, by Prof. S. Tedjini, University Grenoble-Alpes, Valence, France, “Wireless Power 
Transfer for RFID Systems”

Chapter 2, by Prof. L. Klinkenbusch, University of Kiel, Germany, “Computational Electromag-
netics and Electromagnetic Compatibility for the Internet of Things”

Chapter 3, by Prof. S. Saponara, University of Pisa, Italy, “Integrated Circuits and Systems for 
mm-wave/RF Wireless Transceivers in IoT Applications (Communications)”

Chapter 4, by Prof. S. Saponara, University of Pisa, Italy, “ICs and VLSI Architectures for mm-
wave/RF Wireless Transceivers in IoT Applications (Remote Sensing)”

Chapter 5, by Prof. D. Girbau Sala and Prof. A. R. Lázaro Guillén, Rovira I Virgili University of 
Tarragona, Spain, and by Dr. S. Genovesi and Dr. F. Costa, University of Pisa, Italy, “Chipless RFID 
for Identification and Sensing”

Chapter 6, by Prof. G. Manara, Dr. A. Michel, Dr. A. Buffi, and Prof. P. Nepa, University of Pisa, 
Italy, “Near-Field Focused Antennas for Short-Range Identification and Communication Systems”

Chapter 7, by Prof. M. Macucci, University of Pisa, Italy “Ultra-low-power Devices, and Appli-
cation of New Materials to mm-wave Antennas and Circuits”

Chapter 8, by Dr. R. Mariani, INTEL, “A Functionally Safe SW Defined Autonomous and Con-
nected IoT”

Prof. Sergio Saponara
IEEE CASS Senior Member

Fig. 1: IEEE CASS Seasonal School group 

with Prof. F. Maloberti

Fig. 2: IEEE CASS Seasonal School. Lecturers G Iannaccone, L. Fanucci, M. Schaecher, 

B. Neri, F. Faggin, S. Saponara, R. Mariani, and the Director of DII-University of Pisa 

G. Anastasi

Web References
[1] https://www.dii.unipi.it/didattica/summer-school-on-enabling-technologies-for-iot

[2] https://www.dii.unipi.it/didattica/summer-school-on-enabling-technologies-for-iot/item/1278.html

[3] https://www.dii.unipi.it/didattica/summer-school-on-enabling-technologies-for-iot/item/1279.html
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Summer Schools at University of Pisa

The Summer/Winter school programme has been activated at the University of Pisa in 2012/2013 to cap-
ture, on one hand, the desire of some researchers and professors to offer short courses taught in English 

on specific subjects to an international audience, and on the other hand, to promote the internationalization 
of the University of Pisa (https://www.unipi.it/summerschool). 

The program has been a success above the most optimistic forecasts. From the 6 initial Summer Schools, 
we have moved on to the current 25, with an increase in the number of participants from 70 to more than 
600 in the last edition. Moreover, while in the first edition the international participants were around 50%, 
in the last edition they reached 60%, thus witnessing the international dimension of the programme. 

In the framework of the Summer School Programmes, the University of Pisa collaborates with several 
international Institutions both in Europe and other countries (e.g. Universiteit Leiden, Universitetet Agder, 
Université Lille 2, Bergische Universität Wuppertal, Univerzita Karlova, Universität Mannheim, Universitet i 
Oslo, Universidad Complutense Madrid, University of Economics of Prague, University College London, Uni-
versidada Politecnica de Cataluña, The University of Edinburgh, Chang Gung University, Aristotle University 
of Thessaloniki, Instituto Superior de Agronomia Lisboa) , and it has also been chosen as Study Abroad by 
prestigious English universities, such as Sheffield, and by the Istituto Tecnológico de Monterrey (Mexico), 
which both offer scholarships to their students to attend the Summer schools of the University of Pisa. Fur-
thermore, this year has been made an agreement with the King’s College for a Summer School Students 
Exchange in the two universities.

This enormous success of the summer school programme has been only possible thanks to the great 
enthusiasm and commitment of the researchers and professors of the University of Pisa, who have been 
able to propose a teaching offer of great appeal, especially to an international audience and to the constant 
and effective support provided by all the staff of the International Cooperation Unit. The summer school 
“Enabling Technologies for industrial Internet of Things”, coordinated by Prof. Sergio Saponara, with more 
than 30 participants per year from 20 different nations in the last three years is certainly one of the bright-
est representatives of this success. 

Prof. Francesco Marcelloni
Vice-Rector for International Cooperation and Relations, 

University of Pisa, Italy

Introduction9
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Education, Research and Technology Transfer Activities on IoT  

at the Department of Information Engineering (DII), University of Pisa

The Summer School on Enabling Technologies for the Internet of Things is one of the key educational 
activities run by the Department of Information Engineering (DII) of the University of Pisa.
DII is an International Center of Excellence for research and higher education in the field of Information 

and Communication Technology (ICT), Robotics and Bioengineering, and among the top leading Universities 
in Italy for research about Enabling Technologies for Industry 4.0 (http://www.dii.unipi.it/en).

The Department has been promoting technological transfer since its foundation, by means of spin-off 
projects, cooperation with private and public institutions, actions meant to provide innovative solutions to 
key issues in different ICT sectors, and to bridge the gap between academic and industrial research. Current-
ly, DII is involved in about 20 research projects funded by the European Commission (49 in the last three 
years), 2 projects funded through ERC Grants, and 22 research projects funded by the regional government 
of Tuscany.

At the beginning of 2018, DII was selected as “Department of Excellence” by the Italian Ministry of Edu-
cation and Research (MIUR) with the “CrossLab” project, which aims at structuring six interdisciplinary and 
integrated laboratories (CrossLabs) for Industry 4.0. CrossLabs will try to put together Research and Industry, 
since they will be open to enterprises willing to find innovative solutions for their productive chains. In 
particular, Small and Medium Enterprises (SMEs) will be able to use advanced technological devices and re-
ceive support and assistance by the academic researchers. CrossLabs will cover all the key areas of Industry 
4.0, namely Additive Manufacturing, Advanced Manufacturing, Cloud Computing, Big Data, Cybersecurity, 
Augmented Reality, and Industrial Internet of Things (http://crosslab.dii.unipi.it/).

The CrossLab focused on Industrial Internet of Things (IIoT) is the biggest one, in terms of involved re-
searchers and available facilities. It aims at developing solutions to connect sensors, actuators and machines 
in an industrial context, in order to improve efficiency, to create opportunities for new customized products 
and services, and to increase workplace safety. The main applications domains, in addition to Industry 4.0, 
are autonomous vehicles, digital applications for sanitation, smart grids, smart agrifood, and logistics.

CrossLabs are an incredible opportunity for the Italian SMEs to access the technology and know-how 
needed to move toward the new industrial revolution.

Prof. Giuseppe Anastasi
Head of the Department

10ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS
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Backscatter technique is becoming a topic of great interest, in particular for the 
implementation of the rapidly emergent internet of things. Indeed, due to the 

huge number of objects to be connected (some tens of billions), we need battery-less 
or passive devices for performing the identification of the object to be connected and 
information on its immediate environment such as temperature, humidity, pressure, 
and speed. For battery-less devices, RadioFrequency IDentification (RFID) tags seem 
to be a major player currently used for identification purposes, but some advanced 
researches demonstrated its ability to perform additional duties, in particular sensing. 
To perform these actions, an ASIC is used, which requires a tiny power to operate. Such 
a power is delivered thanks to Wireless Power Transmission (WPT)…

The lecture is dedicated to WPT and its application for RFID systems. The course is 
organized in several sections as follows 

Introduction: This section introduces the context and some historical facts for 
the development of wireless systems and their first exploitation for communication 
and power transmission. Also, some examples of early devices exploiting wireless 
techniques such as RFID tags are highlighted.

WPT RFID System Components: This section describes the basic architecture of all 
WPT systems together with the main components. It also introduces the two classes of 
WPT systems i.e. Near-Field and Far-Field. These two classes differ with respect to the 
transmission distance. 

Near-Field WPT: This section focuses on Near-Field systems, which are exploiting 
the magnetic coupling between two coils correctly located close to each other. The 
principle of operation and main characteristics of such  systems are discussed, as well 
as their application to RFID at HF frequency. 

Far-Field WPT: This section discusses the Far-Field configuration, which is based 
on the use of a couple of antennas one as transmitter and the other as receiver. The 
transmission characteristics are governed by Friis equation. The impact of the antenna 
characteristics, in particular their radiation patterns, on the transmission performance 
are discussed. Then, a comparison between Near-Field and Far-Field is reported.  

Rectifier: This section focuses on the rectifier device that is necessary to convert the 
transmitted RF signal into DC in order to empower the circuitry of the tag. The main 
rectifier architectures like Cockcroft-Walton voltage multipliers are discussed. Also, the 
matching between antenna and rectifier is highlighted and some matching methods 
are reported and compared. 

Concluding remarks: In this section, several examples of tags and up-to-date 
performance are presented. In particular, UHF RFID tags having a read-range of tens of 
meters are on the market. Finally, we report some advanced examples and hot topics 
in terms of research and development in the field of RFID and WPT.
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Agenda

Iot Is Here Now – And Growing!

1

2

IoT isn’t “science 
fiction” or something 

that will happen in the 
future – it’s real, and it’s 
here now.  Cisco believes 
that the inflection 
point – the point at 
which the number 
of connected devices 
began outnumbering 
the number of men, 
women, and children on 
the planet – happened 
about five years ago; 
others in the industry 
believe that it happened about a year and a half 
ago. Similarly, Cisco believes that the number of 
connected objects will grow to about 50 billion over 
the next several years, while other estimates put that 
number at 25, 30, or even as high as 200 billion!

Who’s right doesn’t really matter … the point is that 
we all universally agree on two things: 1) the point 
of inflection is in the past; and 2) gap is expected to 
widen exponentially over the next several years.  So, 
IoT is here today, and will continue to grow!

•	 INTRODUCTION. CONTEXT & HISTORICAL FACTS

•	 WPT RFID SYSTEM COMPONENTS

•	 NEAR-FIELD WPT
•	 MAGNETIC WIRELESS SYSTEM
•	 APPLICATION TO HF RFID

•	 AR-FIELD WPT

•	 RECTIFIER

•	 ADVANCED APPLICATION
•	 EXPLOITING NONLINEAR

•	 CHARACTERISTICS OF RFD CHIP

•	 CONCLUDING REMARKS

INTRODUCTION. CONTEXT & HISTORICAL FACTS
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3

The precursors of WPT 
: Maxwell for theory 

and Hertz for some ex-
perimental demonstra-
tion. However, many 
other scientists have 
contributed to the birth 
of Wireless Technology 

Back to the 19th Century

Marconi Application 1901 : Communication4

First transatlantic 
Wireless transmission 

by Marconi. Russian 
POPOV have also made 
some demonstrations. 
In a March 24, 1896 
demonstration, he used 
radio waves to transmit 
a message between 
different campus build-
ings in St Petersburg. 
His work was based 
on the work of other 
physicists such as Oliver 
Lodge and contempora-
neous with the work of 
radio pioneer Guglielmo 
Marconi.

Wireless Power Transfer for RFID Systems15
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,

The Spirit of RFID : The Thing Designed  
by Léon Theremin

This is the spirit of 
RFID. Simple tech-

nology applied to basic 
concept leads to magic 
device. The beauty of 
the “thing” is it really 
works !

Tesla’s Wardenclyffe 
plant on Long Island 

in 1904. From this fa-
cility, Tesla hoped to 
demonstrate wireless 
transmission of electri-
cal energy across the 
Atlantic.

Tesla Application 1900 Power Transfer5

6
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Some historical facts 
demonstrating the 

powerf of the future 
RFID. 

The Thing : 1945 The Great Seal Bug

Enabling Technology for Iot

7

8

How to enable IOT ? 
Only wireless and 

passive devices with 
certain features can be 
realistically envisaged. 
RFID is surely a serious 
option if “Augmented 
tags” are developed. 

WPT RFID SYSTEM COMPONENTS

Wireless Power Transfer for RFID Systems17
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Without energy, nothing is possible. Some  ambient energy sources and potential available power. 

B lock diagram of any power harvesting system. Make a distinction between Near-Field and Far-Field 
configurations. 

Available Energy Sources9

10 Harvesting System

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 18
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The example of HF 
RFID that uses the 

same signal to harvest 
power from the reader, 
but also ensures the 
communication thanks 
to load modulation 
technique (also known 
as Backscatter). This is 
an example of Near-
Field system exploiting 
magnetic coupling 
between inductive 
loops.

There is an optimal 
geometry for 

maximum coupling 
between two loops. 

HF RFID System

Magnetic Loop Characteristics

11

12

NEAR-FIELD WIRELESS POWER TRANSMISSION

MAGNETIC WIRELESS SYSTEM

Wireless Power Transfer for RFID Systems19
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Coupling Two Coils13

14 Improving the Coupling by Resonance

To increase the magnetic coupling, use resonance technique, by adding a series capacitor to the loop. 

Huge improvement can be obtained by tuning the circuits Q factors. 

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 20
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Typical Voltage at Transponder Coil

Quality Factor

15

16

Voltage at a transponder coil in the  range 1–100 MHz, for  constant current i1. 
Comparison between resonant and non-resonant coupling. 

Typical Q factor : some tens.

Wireless Power Transfer for RFID Systems21
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Equivalent circuit of 
reader. The effect 

of coupling with tag is 
modeled by a series 
impedance Z’T. 

Protecting the Processing Circuit17

18 HF RFID Reader

APPLICATION TO HF RFID AT 13.56MHZ

How to protect against overvoltage ? 

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 22
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Voltage at Reader Coil/Cap

Signal Analysis at Reader Coil (I)

19

20

Overvoltages  can reach hundreds of volts; therefore, capacitors must be compliant with huge voltage. 

S ignal analysis model at reader coil. 

Wireless Power Transfer for RFID Systems23

RIVER ETfIoT BOOK P1.indb   23 16/7/18   9:16



Signal Analysis at Reader Coil (II)21

22 Effect of Z
T 
Variation

Calculation of the ”perturbation” impedance seen at the coil reader. 

Modulating the perturbation impedance allows the tag to generate specific responses to the reader. It 
consists in controlling the load impedance  (assured by RFID chip circuitry). 

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 24
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Effect of Z
T 
Variation : Load Modulation

Subcarrier Modulation

23

24

Load modulation option : Resistance variation of Capacitive variation. 

Subcarrier technique to avoid huge SNR level. 

Wireless Power Transfer for RFID Systems25
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Load Modulation for HF Tags25

26 Generation of Subcarrier (I)

Architecture for subcarrier option. 

A simple frequency divider can be used to generate different subcarriers from the communication frequency 
generated by the reader. 

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 26
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FAR-FIELD WIRELESS POWER TRANSMISSION

Far-Field WPT 
exploits the antenna 

characteristics and Friis 
law. Observe the free 
space attenuation in the 
order of 30dB/m around 
1 GHz. 

Generation of Subcarrier (II)

Characteristics of Far-Field

27

28

Some standard values for subcarrier and modulations performed by the RFID chip. 

Wireless Power Transfer for RFID Systems27
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Antenna Radiation Regions29

30 Antenna Radiation Parameters (I)

Main properties of antenna device. 

Antenna Parameters. Radiation Parameters. 
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Antenna Radiation Parameters (II)

The Dipole λ/2 (Usually for Tag)

31

32

Antenna Parameters. Circuit Parameters. 

D ipole Case. Most of the UHF RFID tags are based on Dipole antenna. The advantage is the omnidirectional 
operation, but length must be reduced. This is why meander configurations are very popular. 
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The Patch (Usually for Reader)33

34 Backscatter Communication

The patch antenna is used at the reader side. The major advantage is the easy method to generate circular 
polarization. 

Re-radiation process of antennas. When an antenna detects a signal, it generates a current on its metallic 
part, which turns in new radiation signal. This is the backscatter process. 
When an antenna is loaded by a match load, it backscatters the same power as the one absorbed by the 

matched load. 
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RECTIFIERS

Rectifiers are 
using nonlinear 

characteristics of diodes. 
Different architectures 
are possible. This 
architecture is based 
on a 4 diode bridge 
to rectify positive and 
negative alternations  of 
the feeding input signal. 

Basic Rectifier Parameters

Schottky Diode As Rectifier

35

36

Schottky diodes have low forward voltage and fast-switching capability. They are very popular as rectifiers 
at GHz frequencies.

 Many products are commercially available. 
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Cockcroft-Walton Voltage Multipliers37

38 CMOS Rectifiers

C ircuit to multiply rectified voltages or currents. Voltage doubler is based on two diodes and two capacitors.

Topology of CMOS rectifiers.
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Voltage Multipliers Comparison

Efficiency of Voltage Multiplier

39

40

Voltage level depends on the number of cells (Diode and Capacitor). Calculation is made for a specific load. 

Trade-off between efficiency and voltage level. 
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Rectenna Device41

42 Loaded Rectifier Structure

Rectenna = RECTIFIER + ANTENNA. But you need some matching circuits. 

Matching requires an estimation of  the input impedance of the rectifier. This is a simplified configuration. 
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Harmonic Balance (HB) Analysis

Input Impedance of Rectifier

43

44

S imulation should take into account the NL behavior. So Harmonic Balance simulation is suitable. 

Example of simulation. Estimated equivalent impedance of the rectifier as a function of frequency. In fact, 
only the value of the impedance at harmonic frequency is meaningful. 
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Matching Options45

46 RFID Tag Antenna Case

D ifferent options are possible for matching. The most effective method is the design of antenna with 
specific impedance. 

Main characteristics of tag antennas.
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ADVANCED APPLICATION EXPLOITING NONLINEAR 
CHARACTERISTICS OF RFID CHIPS

Some advanced 
techniques to exploit 

the NL characteristics of 
Rectifier. 

UHF Tag Read-Range Evolution

Non-Linearities in Passive UHF RFID

47

48

Read range of UHF RFID tags depends on the matching between RFID chip and antenna. It also depends on 
the sensitivity of the RFID chip. In the last decade, the read range was double. It exceeds 25 m !
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Exploitation of the NL in  passive RFID means a boost of existing applications and the birth of 
other new ones.
CHANNEL DIVERSITY, SENSOR HARVESTING, AUTHENTICATION, LOCATION

•	 NOTHING IS POSSIBLE WITHOUT ENERGY !!!

•	 WIRELESS TECHNIQUES DEMONSTRATED A CENTURY AGO

•	 TWO WIRELESS VISIONS :  COMMUNICATION, POWERING

•	 ADVANCES IN MICROELECTRONICS ALLOW WIRELESS COMMUNICATION & 
POWER TRANSMISSION (WCPT)

•	 AMBIENT ENERGY COULD DELIVER ENOUGH POWER TO ACTIVATE RFID 
TECHNOLOGY

Powering a Sensor49

50 Concluding Remarks

Example  of powering a sensor by exploiting the rectifier nonlinearity. 

These are some of the lessons we can learn from 
the matter in the previous slides. Remember that 

nothing is possible without energy, but sustainable 
applications should avoid using batteries and prefer 

harvesting techniques. When exploited effectively, 
backscatter signal can lead to unsuspected 
applications and concepts. 
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In this chapter, we will explain some electromagnetic basics and tools that are 
necessary to understand the physics of wireless propagation in the context of the 

Internet of Things.  We will introduce a computational tool suitable for the evaluation of 
electromagnetic fields transmitted from antenna to antenna. These fields are the carrier 
for the signals controlling the IoT devices and possibly they also transport the energy 
necessary to run them. On the other hand, all electromagnetic systems are susceptible 
to receiving unwanted electromagnetic radiation coming in from the environment. 
The corresponding scientific area is referred to as Electromagnetic Compatibility (EMC), 
which also will be addressed in this chapter.
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Agenda

Overview (I)

1

2

•	 Overview

•	 Computational Electromagnetics

•	 The FDTD Method

•	 Electromagnetic Compatibility Issues for the IoT

•	 Shielding

The chapter is organized as follows. After a brief 
introduction in Maxwell’s equations, we will 

introduce  the Finite-Difference Time-Domain 
(FDTD) Method as an example for a computational 
electromagnetics (CEM) tool. The chapter also includes 
a brief overview on the area of Electromagnetic 
Compatibility (EMC) as an important issue for a 

reliable and safe function of the Internet of Things. 
In particular, shielding as one of the most important 
measures to ensure the EMC of devices will be 
discussed in more detail. A 2D FDTD MATLAB© code 
will be discussed and delivered to the students to 
numerically compare different designs of a shielding 
structure.

The idea of the Internet of Things generally requires 
reliable electromagnetic connections between 

quite different “things”, i.e. devices. Such a connection 
can be realized by means of cables (“wired”) or — as 
shown in this slide — using wireless techniques such 
as Bluetooth and WLAN. To investigate and design 
the physical behavior of these electromagnetic 
channels, first a field analysis by means of a suitable 

solution of Maxwell’s equations is necessary. For 
simple (canonical) structures, the principles can be 
studied using analytical methods, but for realistic 
geometries, the use of a suitable numerical method 
will be necessary. Depending on the typical minimum 
wavelength λ of the electromagnetic wave, different 
numerical methods are in use.
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3

The minimum wavelength (corresponding to 
the highest frequency in the relevant band) is 

compared to the typical dimension  of the device of 
interest. For , isolated resonances may occur, 
thus, the problem is defined to be in the “resonance 
regime”. Computational electromagnetics (CEM) 
software, i.e. codes which numerically solve the full 
Maxwell’s equations, is capable of handling structure 
dimensions up to the resonance regime and — to 
some extent — up to the high-frequency regime. 

CEM methods include finite element methods, finite 
difference methods, and integral equation techniques, 
among others. If CEM methods are not applicable or 
too inefficient, asymptotic methods like geometrical 
optics and physical optics, the geometrical theory of 
diffraction, and the uniform theory of diffraction may 
be applied to tackle high-frequency problems. Finally, 
analytical methods like modal analysis typically are 
not limited to a specific frequency range, but they 
cannot handle arbitrary geometries.

Overview (II)

Computational Electromagnetics (I)4
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Computational Electromagnetics (III)

Within the CEM 
techniques, we 

usually distinguish 
between local and global 
numerical methods. 
First, we suppose a 
discretization of the 
solution domain into 
elements (e.g. triangles, 
rectangles, tetrahedrons, 
or rectangular 
parallelepipeds). In local 
numerical methods, 
just the interaction between neighboring elements 
is considered. Depending on the type of the field 
expansion in each element, the neighboring elements 
may include the direct neighbors only or those ones 
behind the next neighbors as well. Corresponding CEM 
codes include the Finite Difference and Finite Element 

methods widely used for problems with a large 
variety of different and/or complex materials. They 
usually lead to large systems of linear equation which 
are populated only around the diagonal (representing 
the interaction with the nearest neighbors) while the 
other matrix entries are zero. 

In contrast to local 
methods in global 

numerical methods, the 
field expansions in each 
element interact with 
the field expansions 
in all other elements. 
They are preferred if 
the problem consists 
of only a few different 
materials, for instance, 
problems bounded by 
perfectly conducting 
structure.  Usually the mathematical basis for this 
formulation is an electric, magnetic, or combined 
field integral equation with unknowns defined on 
the surface between the different materials. The 
integral equation is then transferred to a system of 
linear equations by applying the Method of Moments 
(MoM). Consequently, such codes are referred to as 
integral-equation solvers, MoM-solvers, or boundary 

element solvers, among others. They usually lead to 
fully populated matrices. In case of electrically large 
structures, these matrix equations are solved with the 
aid of special techniques (spectral methods, multi-
level fast-multipole methods) which asymptotically 
allow the computation time to be in the order of 
N log N (instead of N 3  for a standard solver) with N 
being the number of unknowns.

Computational Electromagnetics (II)5

6
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Exemplarily, we will 
explain and apply the 

Finite-Difference Time-
Domain (FDTD) method 
,which is widely used in 
the areas of antennas, 
wave propagation, 
and EMC. As discussed 
before, FDTD is a local 
numerical method; the 
differential operators 
are discretized in time 
and space, i.e. they are 
replaced by difference operators. We start from the 
two Maxwell curl equations where we assume a 
linear, isotropic, non-dispersive, and inhomogeneous 
medium which also can comprise both electric and 

magnetic conductivities  and , respectively. 
Note that also dispersive and/or anisotropic media 
can be treated by FDTD but will not be explained 
here. 

Next we write 
these two vector 

equations in the form 
of their 6 Cartesian 
components. It is easily 
recognized that the 
6 field components 
are either directly or 
indirectly related to all 
other field components, 
thus we have to solve a 
system of coupled first-
order partial differential 
equations. Interestingly, 
Maxwell wrote in his 
famous treatise these 
equations also in the 
form of Cartesian components since he did not know 
the compact form using vector analysis introduced to 
electromagnetics a bit later by Heaviside. We note 

that we have only first-order differential operators in 
these 6 Maxwell ‘s equations.     

The Finite-Difference Time-Domain Method (I)

The Finite-Difference Time-Domain Method (II)

7

8
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The Finite-Difference Time-Domain Method (IV)

In the standard FDTD 
method, time and 

space are uniformly 
discretized. That is, we 
consider only space 
points equally separated 
by constant distances

 in the three 
Cartesian directions. 
Of course, the number 
of steps  in 
each direction must be 
limited for a realistic 
simulation. That also 
means that a direct 
simulation of a free-
space problem is not possible with FDTD. We will 
discuss that important issue later. Furthermore, also 
the time is uniformly discretized into a finite number  
N  of time steps with a time step length of . For 

the sake of a short concise writing, we  use the short 
notation , meaning the quantity  is evaluated 
at the location
and time .

A ll first-order 
derivatives in the 

Maxwell’s curl equations 
are replaced by central 
difference quotients. For 
instance, to calculate the 
first derivative  
at ,  we 
expand the functions

and 
into Taylor expansions 
around  and 
subtract the results 
from each other. We 
just consider the first 
3 terms of each expansion and obtain the result 
represented in the slide. We also may graphically 
interpret the central difference quotient, as 
indicated in the figure: The tangent at the curve 

at  is approximated by the straight line 
between  and 

. Note that this is 
a second-order approximation with respect to .

The Finite-Difference Time-Domain Method (III)9

10
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Next we replace in 
the six Maxwell’s 

equations all differential 
operators by central-
difference operators as 
exemplarily shown here. 
We observe that in this 
equation we have the 
magnetic field at three 
different time steps  

while the electric field is 
given at one time step 

. For all 6 equations, 
it would mean that we 
have all six components at three different time steps. 
Since FDTD is dealing with a time-stepping procedure, 
it follows that for the calculation of the component 
at the newest time step, we always had to know 

the values at two preceding time steps. In total, this 
would lead to a considerable amount of data we had 
to store at each time step.

To reduce that amount 
of data, the standard 

FDTD uses a trick: To 
get rid of the third time 
step in the central-
difference equations, 
we describe the value of 

as an arithmetic 
mean of the two 
temporally neighbored 
values  and 

 Actually, such 
a linear approximation 
is in accordance with 
the general second-
order FDTD scheme. 
Furthermore, this is needed only within conducting 
media. Note that in highly conducting media, this 
approximation can be refined taking into account 
the temporally exponential decay of the field. Finally 

with this step, we remark that we always need only 
one set of field values (i.e., at one time step) to 
evaluate the newest values.

The Finite-Difference Time-Domain Method (V)

The Finite-Difference Time-Domain Method (VI)

11

12
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The Finite-Difference Time-Domain Method (VIII)

Next, we isolate the 
expression with 

the newest time step in 
each of the six equations 
and put them on the left 
side of the equations as 
shown here for the two 
x- components of the 
electric and magnetic 
fields. In addition, we 
re-order them such 
that the electric fields 
are given at “entire” 
time steps , 
whereas the magnetic 
fields are given at “half” 
time steps . We observe that 
the result can be interpreted as an update algorithm 
for the six field components. Note that the locations 

of the electric and magnetic field components are 
also shifted, the reason for which will be explained 
in Slide 3.15. 

Each of the electric 
(magnetic) field 

components can be 
calculated from the 
same electric (magnetic) 
field component one 
time step before 
and from two of the 
magnetic (electric) field 
components one half 
time step before. The 
algorithm is performed 
each half time step, 
where — beginning 
from start values 
and of all six 
components at all 
locations — alternately the electric or the magnetic 
field components are updated. Therefore, this 

iteratively working technique is also referred to as a 
leap-frog algorithm.

The Finite-Difference Time-Domain Method (VII)13

14
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A look at the spatial 
arrangement of 

the field components 
in the six equations 
reveals the situation 
represented in this slide: 
The six components 
can be arranged on the 
surface of a rectangular 
parallelepiped with edge 
lengths 
If one corner of it is 
denoted as , the 
magnetic field components lie on the mid of the three 
neighboring edges of the rectangular parallelepiped 
while the electric field components are located at 
the centers of the three neighboring surfaces. This 
arrangement is commonly referred to as a Yee cell in 

honor of Kane Yee who first proposed FDTD in 1966. 
The entire solution domain is uniformly filled with such 
Yee cells. The material parameters can differ from 
cell to cell to simulate an arbitrarily inhomogeneous 
structure.  

Basically, we are now 
ready to discretize a 

given bounded domain 
with given boundary 
conditions into Yee 
cells and run the leap-
frog algorithm. One of 
the remaining questions 
is how to choose the 
parameters  , 
and . Usually, first the 
spatial parameters are 
set to one-tenth of the 
minimum wavelength. 
For instance, if the typical 
maximum frequency is 1 
GHz, then the wavelength in free space is 30cm and 
the corresponding  should be set to not 
more than 3cm. Once the spatial parameters are fixed, 
one can show that for a (absolutely) stable algorithm 
the time parameter  must be set according to the 
Courant condition written here. c denotes the velocity 

of light (phase velocity) in the medium. The time 
parameter should not be set much smaller than the 
necessary value because the computational efficiency 
is decreasing and — even more important — the 
systematic error caused by the discretization, which is 
called numerical dispersion, is increasing.  

The Finite-Difference Time-Domain Method (IX)

The Finite-Difference Time-Domain Method (X)

15

16

<<
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The standard FDTD 
algorithm requires 

a bounded domain 
with given boundary 
conditions, i.e. a 
vanishing tangential 
electric or magnetic 
field or a fixed relation 
between them. For the 
important case of an 
open boundary needed 
for instance to simulate 
the electromagnetic 
radiation from an 
antenna into free space, a boundary has to be defined 
which simulates the free space. Similar to an anechoic 
chamber, this boundary has to prevent any reflected 
field. To this end, we first separate from the total field 

the given incident field and the scattered field caused 
by any scattering objects.  In case that the source is in 
the FDTD solution domain (e.g., an antenna), the total 
field is identical to the scattered field.  

The scattered field 
defined in the 

preceding slide must 
not experience any 
reflection from the 
boundary simulating 
the open space. Such 
a boundary was first 
proposed by Berenger 
and is referred to as the 
Perfectly Matched Layer 
(PML). Within the PML, 
the scattered field is split 
into two parts: One of 
these parts would - if it would be the only part - travel 
in the direction perpendicular to the boundary. For this 
part, the PML medium is perfectly matched, i.e., the 
ratio of the electric conductivity to the permittivity in 
vacuum equals the ratio of the magnetic conductivity 
to the permeability in vacuum. For such a medium, it is 
known that there is no reflection for a perpendicularly 
incident wave. Moreover, due to the losses, the 

amplitude of this part is exponentially decreasing. The 
other part would (if it existed alone) travel in parallel 
to the boundary. For this part, the PML represents 
vacuum and naturally not causing any reflection. 
However, the mentioned two parts are still coupled 
with the result that for any angle of incidence there is 
no reflection at the PML boundary, while in the PML, 
the field amplitude is exponentially decaying.     

The Finite-Difference Time-Domain Method (XI)17

18 The Finite-Difference Time-Domain Method (XII)
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One specific problem 
which occurs while 

treating scattering 
problems is how to 
incorporate the incident 
field (e.g., a plane 
electromagnetic wave) 
into the FDTD scheme. 
A common way to do 
this is known as the 
total field/scattered 
field formulation. We 
first draw an imaginary 
boundary into the solution domain which encloses all 
objects which are different from the free space. The 
field values in the inner part represent the total field, 
and those in the outer domain are representatives 
of the scattered field. A simple analysis using the 

FDTD formulation at the boundaries reveals that the 
change from total to scattered fields at the imaginary 
boundary is accomplished by employing the known 
incident field values there.  

The Internet of Things 
may naturally become 

susceptible to threads 
caused by an insufficient 
e l e c t r o m a g n e t i c 
compatibility (EMC) of 
the systems and devices 
involved. Therefore, 
particularly devices with 
wireless connections 
must be constructed 
such that they become 
robust and compatible 
to any environment 
they were designed for. 
The legal definition of 
EMC shown here includes an active and a passive 
component. The level of interferences caused by an 
active device must not exceed well-defined values; on 
the other hand, any device must  be able to withstand 
a certain level of interference without a malfunction. 

Of cause, these levels of interference are defined in 
national and international standards. For instance, any 
device sold in the market of the European Community 
has to comply with such standards. With the “CE” sign, 
the manufacturer does guarantee that. 

The Finite-Difference Time-Domain Method (XIII)

Electromagnetic Compatibility Issues for the IoT (I)

19

20
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The use of the correct 
terminology is very 

important to ensure 
that all partners in this 
multi-disciplinary subject 
“EMC” do understand. 
First, all of the electric 
parts in a given system 
are denoted and 
numbered as “devices”. 
There may be devices 
which act as sources of 
interference, others as 
targets of interference, 
and there also may be 
devices which simultaneously act as sources and 
targets. The EMC within the device must also be 
considered though it might have been ensured by the 
manufacturer of the device. The devices are located 
within a certain environment. All sources and targets 

are related through paths of coupling. A systematic 
EMC analysis includes the identification of all possible 
sources, devices, and paths, as well as a corresponding 
assessment of any possible interference.

The most often 
interferences with 

frequencies up to 
several MHz are natural 
and originate from 
T-storms around the 
world most of them 
nearby the equator. 
Among the man-made 
interferences, we have 
to distinguish between 
wanted and unwanted 
sources. The first ones 
include radio and TV 
stations, radar, the 
mobile communication networks and corresponding 
phones. Among the unwanted sources are power 
lines, transformers, and power electronic devices, 
but also household appliances, cars, and trains. 

Electrostatic discharge (ESD) plays a special role as a 
source of interference, which is dangerous especially 
for sensitive high-ohmic electronic circuits. 

Electromagnetic Compatibility Issues for the IoT (II)21

22 Electromagnetic Compatibility Issues for the IoT (III)
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For the coupling 
of interferences 

from the source to 
the targets along the 
paths of interference, 
different mechanisms 
are responsible: The 
galvanic coupling 
may occur if there is 
a galvanic connection 
between source and 
target. Sometimes 
these connections are 
not directly recognized 
since the non-zero resistance of a real line is not 
represented in the outline of the circuit. Moreover, 
coupling mechanisms include capacitive and 
inductive interactions between different devices, 
particularly lines. The corresponding modeling is 
possible only at lower frequencies where capacitors 
and inductors may be defined. The general case of 

modeling the electromagnetic coupling includes 
galvanic, capacitive, and inductive effects, but is only 
necessary if the frequency is too high for a network 
description, i.e., if the dimensions of the investigated 
structure are in the area or larger than the typical 
wavelength of the interference.     

The electrostatic 
discharge (ESD) can 

generally be modeled 
using this circuit. The 
charge-loaded device 
(source) is modeled 
by a capacitor 
and a resistor  
Consequently, the 
source is discharged 
even without an ESD 
according to a time 
constant  
If the distance to the 
target device which 
also is modeled by a resistor and a parallel capacitor 
becomes too short, there is a discharge symboled 
by a corresponding flash. The path of interference 

is modeled by a resistor  and an inductor  in 
series. 

Electromagnetic Compatibility Issues for the IoT (IV)

Electromagnetic Compatibility Issues for the IoT (V)

23

24
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Depending on the 
type of interference, 

mainly two different 
measures to prevent 
devices and systems 
from EMC problems 
are in use. In case of 
“cabled” interference, 
i.e., if the path of 
interference is built up 
by a line, filters are in 
use to secure the EMC. 
Here, we can distinguish 
between three types of 
filters: frequency-selective filters such as capacitors, 
inductors, and resistors and any combinations of 
them are in use to prevent interferences of certain 
frequencies (lowpath, highpath, and bandpass 
filters). Transformers and optically coupled devices 
(optocouplers) are in use to galvanically decouple 
sources from targets while surge-protective devices 
like suppressor diodes, varistors, and surge arrestors 

are employed to prevent devices and systems from 
being influenced by high voltages coming for instance 
from a lightning or from an interrupted inductor-
current. It is not uncommon that sensitive devices 
contain several or all of the filter types. To prevent 
devices from “radiated” emissions of sources, the 
main measure used is shielding.     

The principal design of 
a perfectly shielded 

system is shown in this 
slide. The two shields 
of the two devices are 
connected by a line 
which also is shielded. 
It is important to note 
that the cable shielding 
is a continuation of the 
device shielding. The 
interference caused 
by a radiated emission 
of a distant source (or 
any other disturbing 
electromagnetic field) is prevented from entering the 
inner system of the shielded structure. This general 
shielding structure is obviously present if we connect 

two high-frequency devices by a coaxial cable. The 
shielding principle depends also on the frequency 
regime as will be demonstrated in the next slides.      

Electromagnetic Compatibility Issues for the IoT (VI)25

26 Shielding (I)
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The realization of a 
shielding structure 

against electrostatic 
and low-frequency 
electric fields can 
be accomplished 
most simply by any 
conducting material. 
Since the electrostatic 
lines of force end on 
the metallic shield, 
also small apertures in 
the shield are allowed. 
Because of energetic 
reasons, the lines of force are seeking for the 
shortest way to their end. Thus, they do not enter the 
aperture if its dimension is not too big. This principle 
is represented in and well known as the Faraday 

cage. For the proper functioning, it is important that 
the shielded device and the shield are on the same 
potential. Typically both shield and shielded device 
are connected and earthed.       

The electric 
conductivity does 

not have any effect 
in case of shielding 
against magnetostatic 
fields. Thus, and 
because there is no 
magnetically conducting 
material, shielding 
against magnetostatic 
fields is one of the 
most expensive 
types of shielding 
measures. Usually 
this is accomplished 
by employing a material with a high value of its 
permeability. For instance, mu-metal  (a nickel–
iron soft ferromagnetic alloy) may have a relative 
permeability of several hundreds of thousands. As 
illustrated in the slide, because of energetic reasons 
the lines of force of the magnetic field prefer to 
follow the high  material instead of going through the 

shielded domain. However, to achieve a reduction of 
the magnetic field by 100 dB, tens of centimeters 
thickness of the shield are necessary. Moreover, 
apertures in the shield have to be avoided, which 
even increase the costs for a well-functioning shield 
against magnetostatic shields.        

Shielding (II)

Shielding (III)

27

28
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The situation changes 
drastically in case of 

low-frequency magnetic 
fields. Because of the 
induction principle and 
corresponding eddy 
currents, the conductivity 
plays a crucial role in 
the shielding effect. A 
parameter to estimate 
the thickness necessary 
to obtain the desired 
shielding effect is the 
skin depth, which is 
related to the circle 
frequency , the permeability , and the electric 
conductivity  of the shield material as shown in 
the slide. To achieve a shielding effect, the thickness 
must be several times smaller than the skin depth. 

Again, apertures in the shield should be avoided. 
Note that this type of shielding is also common for 
cable shielding.    

For high-frequency 
e l e c t r o m a g n e t i c 

fields, the full Maxwell’s 
equations have to be 
solved. For arbitrary 
shielding structures, this 
can be done numerically, 
for instance, using the 
FDTD method described 
above. For studying 
the principle, also 
analytical methods can 
be applied. This slide 
shows a snapshot of the 
electric field for a plane 
electromagnetic wave 
incident on a slotted circular cylinder.  The electric 
field is polarized in the direction of the cylinder axis 
(TM-case). The ratio of the diameter of the cylinder to 

the wavelength can be easily deduced. We observe 
that the amount of field penetrating through the 
aperture is limited.

Shielding (IV)29

30 Shielding (V)
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The situation changes 
if we increase this 

ratio increases. We 
observe a resonance 
in the shielded domain 
which is obviously fed 
through the aperture. 
This effect is more or 
less independent of the 
size of the aperture and 
should be considered 
while employing shields 
against electromagnetic 
fields in the resonance 
regime. One way to 
avoid such resonances is 
to cover the interior walls with absorbing materials. 
Another way is to limit the amount of energy 

penetrating though the aperture exploiting the cut-
off frequencies of empty waveguides.

To explore this point, 
we look at these 

three different designs 
of an aperture. The left 
one represents just 
one big slot while the 
design in the middle 
consists of two slots 
with totally the same 
length as the design in 
the left example. The 
right design is similar to 
that one in the middle; 
however, the apertures 
are extended by means 
of empty-waveguide, 
like structures. As an exercise, all three designs should  
be analyzed by a self-written FDTD code for different 
frequencies and polarizations of the incident plane 

wave coming from the left. The amount of energy 
passing through each aperture should be compared 
as discussed. 

Shielding (VI)

Shielding (VII)

31

32
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This chapter is focused on the analysis of integrated circuits and systems for wireless 
transceivers operating at several frequencies (from sub-GHz to mm-waves) targeting 

communication applications.
Basic concepts of wireless communication systems are reviewed: duplexing, 

modulations, multiple access techniques, VLSI transceiver architecture and main 
hardware building blocks like power amplifier and low noise amplifier (LNA).

Advanced communication techniques like direct sequence spread spectrum and 
frequency hopping spread spectrum are also detailed.

Real examples of wireless transceivers from scientific literature and from commercial 
products are also discussed.
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•	 Spectrum allocation for IoT services

•	 Basics of RF communication systems, duplexing & modulations

•	 VLSI transceiver architectures

•	 RF building blocks

•	 Radio link budget analysis

•	 Equipment for RF measurements

•	 Medium access techniques

Chapters 3 and 4 focus on integrated circuits (ICs) and systems for wireless transceivers operating at RF or 
mm-waves in communication (Chapter 3) and remote sensing (Chapter 4) IoT applications.

With reference to the Electromagnetic spectrum, most of IoT transceivers operate worldwide in the sub-6 
GHz part, particularly in the sub-GHz portion and around 2.4 GHz, although new high-band applications 

are emerging at mm-wave. 

Agenda1

2 Electromagnetic spectrum
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Unlicensed ISM (Industrial Scientific Medical) bands for IoT, particularly for short-range devices (SRD), are 
available  worldwide around 315, 433, 868, and 915 MHz, plus 2.4 GHz. As an example, in Europe, the 

bands 433-434.79 MHz, 863-870 MHz, and 2.4 – 2.48835 GHz are used according to ETSI EN 300 220/440/328.

New high-band applications are emerging at mm-waves, exploiting for short-range (due to peak absorption 
of oxygen) communications the multi-GHz spectrum available worldwide for free at 60 GHz.

Worldwide spectrum allocation  
for IoT wireless transceivers

Worldwide mm-wave frequencies for IoT 
wireless transceivers (communications)

3

4
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For remote sensing applications at mm-waves, the 24 GHz and the 77 GHz spectrum bands are preferred 
due to lower attenuation than 60 GHz. 

The RF communication system basics include the duplexing mode (simplex, half or full duplex), the latter 
being preferred for peer-to-peer communication systems, such as cellular phones.

Worldwide mm-wave frequencies for IoT 
wireless transceivers (sensing)5

6 RF communication systems -basics
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For Half-duplex systems, TDD is usually adopted, while for Full-duplex ones, FDD is adopted.

The RF transceiver architecture is based on the modulation of a digital baseband signal with a high-frequency 
sinusoidal carrier, which is then demodulated at the receiver side when synchronization and maximum 

likelihood decision is taken to reconstruct the received digital data. Proper antenna switch or filters are used 
for transmitter/receiver mode selection in the integrated terminal. 

RF communication systems -basics

RF transmitter and receiver

7

8
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End-to-end simulation/model must take into account the effect on signals of the communication channel.

Modulation is the process of superimposing a low-frequency signal (information) onto a high-frequency 
signal (RF carrier). Modulation of the carrier through digital signals is known as shift keying. In ASK, the 

Amplitude of the carrier is varying. 

RF transmitter and receiver9

10 Amplitude Shift Keying (ASK)

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 68

RIVER ETfIoT BOOK P1.indb   68 16/7/18   9:17



A special case of ASK to reduce power consumption is OOK (On-Off Keying), although missing synchronization. 

In angular modulations, frequency of the carrier (FSK) or phase of the carrier (PSK) is varying.

On-Off Keying (OOK)

Frequency Shift Keying (FSK)

11

12
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PSK is the modulation scheme used in IEEE 802.15.4 and Zigbee.

To increase the spectrum efficiency, i.e. to increase the transmitted data-rate (bits/s) for a given spectrum, 
phase and amplitude modulations have to be used (large QAM formats).

Phase Shift Keying (PSK)13

14 Quadrature Amplitude Modulation (QAM)

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 70

RIVER ETfIoT BOOK P1.indb   70 16/7/18   9:17



Large modulation formats entail also reduced robustness vs. interferences and channel impairments. 

Data sent using Spread Spectrum are intentionally spread over a wide frequency range. Since it appears as 
noise, the signal is difficult to detect and jam. Thanks to spread spectrum, the communication is resistant 

to noise and interference, thus increasing the probability that the signal will be received correctly. Moreover, 
it is unlikely to have interference with other signals.  

Spectral efficiency of modulations

Spread spectrum

15

16
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2 types of Spread Spectrum techniques are common in ISM bands: direct sequence spread spectrum (DSSS) 
and frequency hopping spread spectrum (FHSS).

In FHSS, the signal is broadcasted over a seemingly random series of frequencies. Receiver hops between 
frequencies in sync with the transmitter. Jamming on one frequency affects only a few bits.

Direct Sequence Spread Spectrum (DSSS)17

18 Frequency Hopping Spread Spectrum (FHSS)
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Implementing Spread Spectrum entails more HW complexity for the transceiver, particularly for the frequency 
generation at transmitter side and for the receiver synchronization.

Frequency hopping can be static (utilize a pre-determined set of frequencies with either a repeating hop 
pattern or a pseudorandom hop pattern, e.g. Bluetooth v 1.0 or 1.1) or adaptive (scan the entire band at 

start-up and restrict the usage to frequencies with the lowest energy content, as in Bluetooth v1.2 or v2.0).

Transceiver architecture with frequency 
hopping

Static (Top) or adaptive (Bottom) hopping

19

20
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Evolution is toward frequency agile systems.

Multiplexing techniques based on Time Division (TDMA), Frequency Division (FDMA), Code Division (CDMA) 
or Space Division (SDMA) Multiple Accesses.

Frequency agility21

22 Multiple access techniques
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The architecture of a wireless terminal includes the RF front-end, the power management circuitry, the 
baseband computing and memory units, the audio-video user interface, and dedicated peripherals for GPS, 

video cameras and HI-FI audio reproduction. The focus of this chapter is on RF front-end.

Pros/Cons of super-heterodyne transceiver. 
Cons: Needed an external filter for image rejection; Stages driving external components need high 

current. High-Q LC or SAW filters need off-chip devices. 
Pros: High channel selectivity and receiver sensitivity. 

Architecture of a mobile wireless terminal

Super-heterodyne receiver

23

24
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Double-conversion heterodyne receiver can be used to ease the rejection of the “image” channel, but the 
transceiver complexity and the needs of off-chip component increase.

Example of a complete integrated transceiver with a TX/RX antenna switch, homodyne transmitter, and 
heterodyne receiver. 

Double-conversion super-heterodyne receiver25

26 Transceiver with super heterodyne receiver
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Pros/Cons of Homodyne transceivers.
Pros: Low-power; Compact size; No image frequency. 

Cons: DC Offset.

Image rejection mixer enables a new receiver architecture with reduced needs of off-chip components. 

Zero IF receiver (homodyne)

Low-IF receiver

27

28
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Integrated RF transceivers with image rejection receiver available in the market.  

Example of double-conversion transceiver, Lee et al., IEEE Trans. MTT 2008.

Image rejection receiver CC1020 from TI29

30 Example: Double-conversion transceiver
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Example of OOK zero-IF transceiver, S. Saponara, B. Neri, Microsystem Technologies 2016.

Example of a double-stage integrated power amplifier, S. Saponara, B. Neri, Microsystem Technologies 2016.

Example: OOK zero-IF transceiver

Integrated power amplifier

31

32
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Example of a double-stage integrated power amplifier, S. Saponara, B. Neri, Microsystem Technologies 2016.

RF key building blocks are Integrated Low-Noise Amplifier (LNA) and Power Amplifier (PA), Cascading 
amplifiers with boosting performance of RF IC with off-chip PA and LNA; Balun &Matching network, 

Antenna. The slide reports an example of a 2-stage LNA circuit at mm-wave in CMOS technology.

Gain of the 60 GHz power amplifier33

34 60 GHz 2-stage LNA
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The slide reports an example of a 3-stage LNA circuit at mm-wave in CMOS technology.

Multiple amplifier stages can be combined at TX and RX sides to improve amplifier performances. 

60 GHz 3-stage LNA

Multi-channel integrated power amplifier

35

36
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Increase maximum output power or achieve better noise figure (NF) performance. 

The balun, realized through microwave circuits on board, adapt differential to single-ended stages. 

RF building blocks37

38 Balun & matching

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 82

RIVER ETfIoT BOOK P1.indb   82 16/7/18   9:17



Example of antenna using printed circuit board technology.

Performance of ICs can be boosted at board level by using off-chip LNA to improve sensitivity and NF of the 
receive or off-chip PA to improve the maximum transmitted power. 

PCB antennas

Boosting performance of RF ICs

39

40

Integrated Circuits & Systems for  mm-wave/RF Wireless Transceivers in IoT Applications83

RIVER ETfIoT BOOK P1.indb   83 16/7/18   9:17



Example from Texas Instruments.

BER for a given SNR or Eb/No ratio can be reduced through channel coding techniques to be implemented 
in the baseband digital domain. 

RF ICs with off-chip PA41

42 RF link budget analysis
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BER for a given SNR or Eb/No ratio can be reduced also by proper selection of the modulation scheme.

Example of the verification and testing flow.

BER vs. SNR

Verification and testing flow

43

44
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Instrumentation for RF measurements. 

Equipments for RF measurements45
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This chapter is focused on the analysis of integrated circuits and systems for wireless 
transceivers operating at several frequencies (mainly at microwaves and mm-

waves) targeting remote sensing applications. 
Basic concepts of Radar (radio detection and ranging) design for low-power 

ubiquitous applications are reviewed. A comparison of Radar solutions for remote 
sensing vs. Lidar and Video Camera solutions is also addressed.

Real examples of RF transceivers and baseband signal processing circuits for Radars 
from scientific literature and from commercial products are also discussed.

Applications to remote sensing for maritime, automotive, railway, and road-safety 
fields are also shown.
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•	 Ubiquitous Radar Applications

•	 Radar vs. Lidar

•	 FMCW Radar examples

•	 Multi-channel X-band Radar transceiver with configurable 
output power and Fabry-Perot antenna

•	 FFT-based FMCW Radar range-Doppler processing

•	 Experimental trails

•	 V-band automotive Radar

•	 UWB pulsed Radar for biomedical applications

•	 Conclusions

Agenda1

2

Chapter 4 focuses on integrated circuits (ICs) and systems for wireless transceivers operating at RF or mm-
waves in remote sensing IoT applications.

Radar sensing is suited to address societal needs (safety, security, heath, transport) and can be ubiquitous 
adopted for large-volume applications.

Ubiquitous Radar applications
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3

At state of art, there is the need of integrated and low-power Radar implementations.

Radar sensing suited to address societal needs (safety, security, health, transport) Ó ubiquitous adopted for 
large-volume applications?

Ubiquitous Radar design needs

Ubiquitous Radar design needs4
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Radar Freq, GHz Type Power cost Range Output power

IEEE TIM2017 10.3-10.8 FMCW 11.86 W 1.5 km 2 W

2.56 W 300 m 5 mW

IEEE TBSC2011 3.1-10.6 PulsedUWB 73 mW <1 m 7 pJ/pulse

ACMMobicom 2015 60 FMCW N/A <3.5 m N/A

MOTL2013 22-26 PulsedUWB N/A N/A 2 mW

TERMA2015 12-18 Pulsed 130 W 4 km 8 W

TERMA2015 9.375 Pulsed N/A 45 km 32 kW

AWC2015 2.48-2.56 FMCW N/A 100m 100 mW

AMS2013 9.4 FMCW 650 W 50 km 100 W

Performance of different state-of-art surveillance Radars at microwave and mm-wave.

Radar vs. Lidar or Video (CMOS, CCD) sensors is more robust for bad weather and bad light conditions, Radar 
vs. Lidar allows for long ranges at lower cost.

Radar vs. LIDAR5

6 Radar vs. LIDAR
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Examples of X-band (around 10 GHz) Radar for transport surveillance in maritime applications.

Examples of X-band (around 10 GHz) Radar for transport surveillance in railway and road applications.

7

8

FMCW Radar acquisition & processing@ UniPisa

FMCW Radar acquisition & processing@ UniPisa
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X-band (around 10 GHz) FMCW (frequency-modulated continuous wave ) Radar for surveillance in mobility 
systems offers small size, low power consumption, low EMI solutions with detection of target speed and 

position, and reconfigurability of bandwidth, pulse repetition frequency, and power.

Multiple receiver channels needed to solve direction of arrival ambiguity. Off-chip High Power Amplifier (33 
dBm Pcw) needed to reach 1.5 km distance. Max 300 m with a 7 dBm integrated amplifier.

Specification for the Radar9

10 X-band Radar transceiver
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L inear frequency modulated continuous wave: difference between TX and RX waveforms, available at mixer 
output, contains both time of flight (distance) and Doppler frequency shift (speed) information.

To improve SNR, multiple LFMCW ramps are transmitted and the output integrated in time. 

Linear-FMCW waveform: moving target

Frequency analysis for 2D range–doppler

11

12
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SNR at receiver side is a function of target distance, transmitted power, and integration time.

Example of a Fabry-Perot resonating antenna (A. Monorchio et al.).

Received SNR vs. Pcw13

14 Fabry-Perot resonating antenna
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Radar X-band transceiver realized with COTS devices and microwave boards.

Performance of Radar X-band transceiver realized with COTS devices and microwave boards.

Microwave board Radar prototype

X-band Radar transceiver

15

16
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2D FFT processing plus a 3rd FFT along the 4 RX channels for azimuth estimation and peak estimation 
(Memory storage: 2M words of 24 bits). 3D-FFT by cascading 3 1D-FFT. 

The cell averaging constant false alarm rate (CA-CFAR) circuit reduces false target detections. 

2D FFT processing plus a 3rd FFT along the 4 RX channels 
for azimuth estimation and peak estimation17

18 Fast Fourier Transform digital architecture
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The 1D-FFT implemented as pipeline cascade of Radix-4 stages.

Low-complex FPGA used to implement in real time the complete baseband Radar processing.

CA-CFAR circuit for peak detection

Baseband processing implementation

19

20
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Example of Radar image (range-speed) with 3 different targets (ships) in surveillance maritime app.

Example of a road crossing surveillance system using 4 Radar sensing nodes.

Range-Doppler map21

22 Example of a network of Radar for crossing 
monitoring
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Example of a railroad crossing surveillance system using 1 Radar sensing node.

Example of a Radar range-speed image during a car parking monitoring using 1 Radar sensing node.

Real-time level crossing monitoring

Car parking real-time monitoring

23

24
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For on-board automotive solutions, fully integrated within the car’s chassis, a Radar of 5 cm per side is 
needed Ó a Radar with an integrated transceiver at 77-81 GHz is preferred (SiGe technology used although 

CMOS circuits are also available).

Example of the 3rd generation Long Range Radar from Bosch.

V-band automotive radar25

26 V-band automotive radar
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f PR
 in the range 1-10 MHz, pulses of 300-400 ps, and 7-8 pJ energy. 
BB digital processing can be realized with a simple MCU: low-speed ADC required (12b in ISSCC’11), low 

data rate serial connection, mainly control tasks to be implemented.
Whole chip by Zito et al. in 90 nm CMOS has <2 mm2 area, < 80 mW power consumption, 40dB SNR 

integrator improvement, < 1m range. 
RADAR packaged in QFN32 and mounted on test-board including antennas (TX nd RX) with 2.3 dBi gain at 

3.5 GHz, band 2.8 to 5.4 GHz covering the range of interest from 3 to S GHz.

Example of biomedical applications of a UWB radar.

UWB pulsed Radar

Biomedical UWB pulsed Radar

27

28
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Example of a correlation receiver.

Example of a UWB radar transmitter.

Correlation receiver29

30 Transmitter
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This chapter deals with an overview of the chipless RFID technology. The topic is 
initially introduced by presenting a comparison of this item-tagging technique 

with existing technologies such as the UHF RFID and the barcode. The advantages 
and drawbacks are discussed. Afterward, the most popular approaches to synthesize a 
chipless RFID are addressed both in time domain (TD) and in frequency domain (FD). 
The former approach is described in detail with several examples related to information 
encoding schemes and sensing applications. Both passive or semi-passive TD tags are 
described. The last part of the chapter is dedicated to the description of FD tags, where 
the information is usually encoded in the presence or absence of a frequency peak at 
a predetermined frequency. It is also shown that FD tags can be employed as sensors 
if the resonator is loaded with a material sensible to an environmental variable such 
as the humidity level.
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2

1

The growth of 
Internet has bought 

to a huge number of 
devices connected to 
the Web. The number 
of devices connected to 
the internet has already 
overcome the number 
of people, and this trend 
is still growing with an 
exponential behavior. 
This phenomenon is 
addressed as Internet 
of Things (IoT). In order 
to connect a device 
to the internet, it is necessary to install on it some 
hardware. This hardware usually comprises a CPU 
or a microcontroller and a network interface that 
need to be fed with a DC power supply. However, 
in order to further increase the number of objects 
connected, it is necessary to adopt much lower-

cost technologies through less intelligence to link 
low-value objects to the global infrastructure. RFID 
is surely a suitable candidate for this purpose. RFID 
allows the automatization of a supply chain or a 
library by using a 10 cents label on every object. 

Currently available 
technologies for 

the identification of 
objects are RFID and 
barcode. Barcode is 
certainly advantageous 
in terms of cost, 
but there are some 
limitations that have 
brought the industry 
to invest on radio 
frequency identification 
technologies. Indeed, 
RFID allows a much 
faster and non-line-of-sight reading. The tag can be 
detected at a much longer distance with respect to 
barcode and it is reprogrammable. Moreover, RFID 
labels are also rewritable. Barcode is also prone to 

damaging. However, in the end, the lower cost of 
barcode is a fundamental advantage that makes it 
often preferable when a huge number of objects 
need to be identified and tracked.

Item identification: RFID or Barcode?

Introduction
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3

RFID tags can be clas-
sified according to 

their power source in 
passive, semi-passive, 
and active. 

Passive tags are bat-
tery free. Therefore, 
these tags can be con-
sidered the greenest 
devices. The tags harvest 
the power from the in-
coming RF signal and 
therefore the read range 
is short. Passive tags do not transmit any signal, and 
the communication is by backscattering. A special case 
of passive tags are the chipless tags, which do not 
contain chip or electronics. 

In the opposite side, in active RFID systems, tags 
have their own transmitter and power source. The 
read range is typically higher than 100 m since they 
transmit a large signal.

In between active and passive, there are the semi-
passive tags or battery-assisted passive tags. These 

tags are not active because they do not transmit any 
signal: the communication is by backscattering as in 
the passive tags. But they have a battery; therefore, 
the RF signal is used to wake up the tag from a low-
power consumption state in sleep mode. Once the 
tag is waked up, it uses the internal battery to feed 
the electronic circuits. As a consequence, the read 
range is moderate, larger than passive but smaller 
than active.

The idea behind the 
chipless RFID is to in-

troduce a compromise 
between barcode and 
radio frequency identifi-
cation (RFID). The main 
problems of the barcode 
and the RIFD as the 
non-line-of-sight read-
ing and the price can 
be potentially solved by 
using an entirely pas-
sive structure without 
any chip. The information is encoded in the electro-
magnetic footprint of the label. The other potential 
advantage of chipless RFID is the operation in harsh 
environments and the possibility to perform sensing. 
On the other hand, there are a number of drawbacks, 
e.g. number of bits encoded and reading procedure, 

which need to be solved before thinking a realistic 
implementation on the market. Chipless RFID can be 
potentially employed in some niche applications as 
an alternative to the other two most popular tech-
nologies.

RFID Technologies

Chipless RFID Technology4

Chipless RFID for Identification and Sensing113
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This slide presents a 
comparison between 

standard RFID and 
chipless RFID technology. 
The standard RFID tags 
offer some important 
advantages such as 
r ep rog rammab i l i t y 
and single-frequency 
operation, but they also 
have some problems 
such as relatively high 
cost and operation in 
harsh environment, 
which impede their widespread diffusion. On the 
other hand, chipless RFID tags can be of potentially 
low cost since not any chip has to be installed on the 
tag and, for this reason, they are also suitable for 
operating in harsh environments. Chipless tags are 

fixed structures and thus they are not reprogrammable 
and usually require a large frequency band to 
operate. The maximum number of encoded bits is 
also a relevant problem now. 

The slide reports the 
link budget of a 

standard RFID system. 
The most important 
aspect in a conventional 
RFID system is the 
power received at the 
tag input. Indeed, the 
tag is usually a passive 
structure without any 
battery and thus needs 
to get the DC input from 
the RF electromagnetic 
signal. The impinging 
signal is received and, part of it, is rectified to 
provide the necessary power supply to the tag. 
The level of the input power must be higher than 
a certain threshold, called sensitivity of the tag. If 
the impinging RF power is below this threshold, the 
tag is not activated and thus it does not respond to 

the reader. In conclusion, the reading range of a tag 
is limited by the tag sensitivity. This parameter has 
been greatly improved over the last years thanks 
to the research effect of the industry. Nowadays, a 
typical value is around -15 dBm. 

RFID: Chip vs Chipless tags5

6 Link Budget: Standard RFID
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In a chipless system, 
differently from the 

conventional RFID 
system, the maximum 
reading range is dictated 
by the sensitivity of the 
reader and not by the 
sensitivity of the chip. 
Indeed, there is not any 
chip installed on the tag 
and the backscattered 
field depends only on 
the Radar Cross Section 
(RCS) of the tag itself. 
The RCS of the tag can be roughly approximated with 
the RCS of the plate of the same dimension of the 
tag. Therefore, the larger the tag, the larger will be 
the power scattered by the tag and thus received by 

the reader. The other parameters involved in the link 
budget are clearly the gain of the reader antenna 
and the distance between the reader and the tag.

An interesting study, 
hypothesizing of 

having a tag of certain 
fixed dimension, is to 
understand what is 
the amount of power 
required to detect 
a conventional RFID 
tag or a chipless RFID 
tag. Some typical 
parameters are set for 
the reader antenna gain, 
the tag antenna gain, 
and the sensitivity of 
the tag and the reader. 
The RCS of the chipless tag is derived by using the 
physical area occupied by the conventional RFID tag. 
The parameters are summarized in the two tables. 

The power needed to detect the conventional RFID 
tag and the chipless one must satisfy the inequalities 
reported in the green boxes.

Link Budget: Chipless RFID

Link Budget: comparison (I)

7

8
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The result of the 
comparison is 

reported in the two 
figures. The calculation 
has been performed 
at two different 
frequencies. At 3 GHz, 
the power required by 
using the chipless tag, 
with the parameters 
hypothesized in the 
previous tables, is 
much lower than the 
power required in 
the conventional RFID system. By increasing the 
operating frequency, and keeping fixed the other 
parameters, the chipless tag remains advantageous 
only at moderated reading distances. However, this is 

clearly a preliminary qualitative study, since chipless 
readers are not currently available in the market and 
the chipless systems usually work by using multiple 
frequencies.  

One important 
aspect of radio 

frequency identification 
technique is the impact 
of the multipath. 
To understand the 
phenomenon, a simple 
two-rays model can be 
initially employed. Let 
us suppose to have a 
transmitting antenna 
located on a metallic 
ground plane and a 
receiving antenna at a 
certain distance l. The 
electric field received is 
composed of at least two contributions: the direct 
ray and the ray reflected by the ground plane. The 
ray reflected by the ground plane, for the image 
theorem, can be as high as a direct ray radiated 
by an imaginary antenna place below the ground 
plane. While the amplitude of the direct ray and the 

reflected ray can be considered to be of the same 
level, the phase of the two contributions is instead 
very different and depends on the length of the 
two paths. The total electric field is derived as the 
summation of two complex numbers after the dot 
product along the direction of the receiving antenna. 

Link Budget: comparison (II)9

10 Multipath: Two-ray model (I)
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The total power 
received at the 

receiver side (for 
chipless case) and at the 
tag side (for chip case) 
is analyzed according 
to link budget models 
previously presented. 
The single direct path 
and the two-ray model 
are considered for 
evaluating the power. It 
is evident that, by using 
the single-ray model, 
the power decreases proportionally to the distance. 
On the contrary, by using the two-ray model, the 
received power oscillated around the previous trend. 
The distance between contiguous minima of the 

signal is proportional to the frequency. Indeed, as 
the frequency increases, the wavelength decreases, 
and a certain fixed distance corresponds to additional 
multiples of the phase. 

In a practical scenario, 
the received signal 

is the summation of 
several contributions. 
The summations of 
contributions arrive with 
different delays. One 
important parameter 
defined in a practical 
scenario is the delay 
spread, that is, the 
difference between 
the arrival time of 
the first and the last 
contributions. The larger 
is the dalay spread, the larger is the fluctuation of 
the signal as a function of frequency. In the figure, 
a typical received signal measured in a laboratory 
scenario is represented. If the bandwidth of the 
useful signal is small compared to the variation of 

the signal, we can speak of flat fading, whereas, if 
the signal bandwidth is large compared to the signal 
variation, we have frequency selective fading. The 
latter case is the case of frequency-coded chipless 
RFID. 

Multipath: Two-ray model (II)

Measurement: Example

11

12
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This slide reports a 
classification of the 

different chipless tag 
configurations. 

The first level of 
discrimination is the 
domain of operation: 
time or frequency 
domain. In the former 
case, the information 
is encoded in the time 
delay of the received 
signal. A popular 
example of this type 
of tag is the Surface Acoustic Wave (SAW) tag. 
Time domain tags based on delay units are usually 
very limited in terms of bit capacitance. In the 
frequency-coded tags, the information is encoded 
in the spectrum. A bit is usually associated with 

the presence or absence of a certain resonant 
peak at a predetermined frequency. The frequency-
coded chipless tags can be realized using different 
techniques. The most popular one is based on printed 
circuit boards.  

We are going to 
analyze the dif-

ferent approaches em-
ployed for the design 
of chipless RFID tags. 
Within this framework, 
we will report the two 
typical paradigms for 
information encoding, 
namely the Time Do-
main Reflectometry and 
the Spectral Signature, 
although other mixed 
approaches are possible. 
We will also address the limitations and challeng-
es related with the reading system and calibration 
procedures of chipless RFID systems. Finally, we will 
show that a chipless RFID tag can be transformed 
into a chipless RFID sensor by exploiting a chemi-
cal-interactive material (CIM).

As already mentioned, a chipless RFID tag does 
not require any power supply other than that 
provided by the reader by means of an EM wave. 
The collected energy is exploited for processing the 
data and retransmitting the information.

Classification of chipless RFID tags13

14 Chipless RFID tags (I)
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ÓChipless RFID 
systems that 

exploit the Time Domain 
for transferring the 
information employ a 
reader to send a pulse to 
the tag and then collect 
the backward echoes of 
the pulse coming from 
the tag. On the other 
hand, chipless RFID 
systems that operate 
in the Frequency Domain embed the information in 
the backscattered electromagnetic field as a function 
of the signal amplitude or phase, or a mix of them. 
Other strategies have been recently proposed. 
Among these, the use of higher-order harmonics can 
be adopted for designing harmonic tags. The reader 
sends a signal at frequency f

0
 and the tag produces 

an echo signal at 2f
0
 by means of a non-linear device 

and retransmits to the reader. The collected energy is 

used for both data “processing” and communication. 
Thus, the harmonic is generated and detected by the 
reader, only in the presence of the tag. In a more 
recent approach, an image-based RFID tag surface is 
illuminated by an EM signal and the reflected signal 
with orthogonal polarization is collected to generate 
the EM image of the tag. In this technique, the 
presence or absence of each polarizer in the image 
represents 1-bit of encoding data.

ÓOne of the most 
remarkable ex-

amples of chipless RFID 
exploiting the time do-
main signature is the 
Surface Acoustic Wave 
tag. SAW tags are fab-
ricated by using a pho-
tolithographic process 
and rely on materials 
that, among other 
properties, exhibit a 
high dielectric constant 
(permittivity between 50 and 100). The working 
principle of these tags is based on piezoelectric-
ity, which is exhibited especially by crystals and 
ceramics, both natural and synthetic. Due to this 
phenomenon, when applying a voltage to such a 
material, it will deform mechanically, converting 

electrical energy into mechanical energy. The op-
posite occurs when the material is mechanically 
compressed or expanded. Charges form on op-
posite faces of the crystalline structure, causing 
a current to flow in the terminals and/or voltage 
between the terminals. 

Chipless RFID tags (II)

Surface acoustic wave (SAW) (I)

15

16
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ÓThe working 
principle of a 

chipless tag that exploits 
the features offered 
by piezoelectricity to 
realize a SAW tag can be 
summarized as reported 
in the figure. Passive 
circuit components, 
such as the interdigital 
transducer (IDT) as 
well as reflectors, are 
printed on a slab of 
piezoelectric material. 
An antenna is connected to the IDT to guarantee the 
harvesting of the power provided by the radio waves. 
More in detail, the SAW tag is illuminated by an 
electromagnetic pulse produced by the reader. The 
tag antenna collects this signal and the unidirectional 
IDT connected to it realizes the transduction between 
the interrogated pulse and the (much slower) 
acoustic wave. The acoustic wave propagates along 
the surface of the piezoelectric material substrate 

and the pulse undergoes several partial reflections 
caused by the metal-based reflectors. Therefore, the 
single pulse is transformed into a train of reflected 
SAW pulses. These pulses are then reconverted into 
an electrical signal by the IDT and retransmitted by 
the tag antenna. The backscattered train of pulses 
are finally collected by the reader and thus the 
information can be recovered.

Surface acoustic wave (SAW) (II)17

18 Surface acoustic wave (SAW) (III)
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D ifferent options are available to encode the 
information. One option is represented by the 

“time positioning”. In this case, the information 
content is embedded in the time required by the 
surface waves to travel to reflectors and back to the 
antenna. It is then possible to compare the computed 
delays to the known code grid to recover the 
information. In order to increase the reliability of the 
reading process, a spacing d

ref 
is used between code 

blocks to prevent interference (merge) between 
reflections of two different blocks. Moreover, 

additional reflectors are used at the beginning and 
end of the tag to remove reflections produced by the 
surrounding environment and set a reference in time. 
Relatively large distances before the first and after 
the last code block assure a more reliable scaling of 
the measured delays to the code grid. This scheme 
requires that only a single reflector can be placed in 
each group of n possible positions and thus the data 
capacity in bit is equal to m log2(n) if m reflectors 
are employed.

ÓAnother interesting approach is related to 
a “phase modulation” since the knowledge 

of the reflected pulse phase can increase the data 
capacity. In this solution, the reflectors are placed 
within separate slots. Phase shifts of 0°,−90°, −180°, 
and −270° are then obtained by placing the reflector 
at multiples of λ/8. Therefore, when the combined 
time position and phase encoding is used, each 
reflector has 4 possible time positions and 4 possible 
phases. This sums up to 16 different states and 
corresponds to 4 bits of data. For example, a 10-code-
reflector tag can achieve a data capacity of 40 bits.  
SAW tags have been developed at 433 MHz, 868 

(previously 856 MHz) and 2.4 GHz ISM. The number 
of different codes is determined by the B T product (B 
is the frequency bandwidth and T is the coding time). 
If a data capacity of 32 bits (or, better, 64 or 128 bits) 
is requested, a frequency band of 16 MHz (or 32 MHz 
or 64 MHz) is needed. A recent proposal is to exploit 
the UWB band, which is much wider than the 2.45-
GHz ISM band (but different allowed power levels). 
A certain value of BT product (tag capacity) can now 
be obtained with a significantly shorter coding delay, 
which means a considerable reduction of tag size. A 
shorter coding time also implies lower losses. 

Surface acoustic wave (SAW) (IV)19

18
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It is apparent that the 
maximum number of 

bits that can be stored 
is limited by the number 
of pulses that can be 
stored on the line. 
Assuming a line length 
of L and the length Lp 
of a single pulse, num_
bits is limited by their 
ratio. Since Lp depends 
on the products of 
the group velocity vg 

and the pulse duration 
τ, which corresponds to the inverse of the pulse 
bandwidth ∆f  , the upper limit for the maximum 
value of num_bits is: num_bits = L/Lp = L Df/vg. 
For real systems generally, the bandwidth is rather 
limited as well as the physical line length. Therefore, 

in order to increase num_bits, the group velocity, vg, 
has to be minimized. A possible solution to overcome 
this drawback could be the use of high-permittivity 
substrates. However, they may suffer high losses, be 
expensive, and pose design problems.

Ó R e c e n t l y , 
m e t a m a te r i a l s 

have been proposed as 
an alternative solution. 
In fact, the smaller 
group velocity provided 
by left-handed (LH) 
medium with respect 
to a right-handed (RH) 
one can be helpful. 
An artificial line with 
such properties can be 
obtained by arranging 
unit cells in a ladder 
structure. However, 
when manufactured, these structures do not exhibit 
a purely LH response but always show an additional 
RH behavior that is caused by parasitic effects. 
Therefore, the transmission line is a mix of the two, 
namely a Composite Right/Left-Handed (CRLH) one. 

It is important to note that this guiding structure 
determines a group velocity that is even lower than 
that of the LH line since both the right-handed and 
left-handed parts contribute to the overall delay.

Left-Handed (LH) transmission lines (I)20

21 Left-Handed (LH) transmission lines (II)
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Time-coded chipless 
UWB RFID addresses 

a topology of chipless 
tags which integrate a 
UWB antenna connected 
to an open-ended delay 
line with length L. The 
information is coded in 
the length of this delay 
line. When a wave 
arrives at the tag from 
the reader (normally a 
UWB radar), two modes 
are generated: 1) a structural mode, which depends 
on the shape, size, and material of the tag, which is 
basically that portion of the energy that is reflected 
at the physical tag toward the reader and 2) a tag 
mode, which contains the tag information. This 
tag mode is the portion of energy captured by the 
antenna, which travels along the delay line, that is 

reflected at the end of the line and is re-radiated by 
the antenna toward the reader. The time difference 
between the structural and the tag modes at the 
reader depends on the length of the delay line: in 
this time difference, the identification information of 
the tag is coded.

Time-coded chiples 
tags can be modeled 

as 2-port antennas 
connected to a 
transmission line. The 
signal at the reader is the 
sum of the structural and 
tag modes.  The main 
differences between the 
two modes analytical 
expressions are two: 
1) the tag mode 
amplitude depends on 
the reflection coefficient 
G

LOAD
 at the end of the transmission line and 2) the 

tag mode is delayed with respect to the structural 
mode depending on the delay line length L. In the 
first case, the parameter G

LOAD
 can be used to insert 

a sensor, while in the second case, the length of 
the line can be changed to introduce different ID 

tag codes, or its electrical length can be changed 
depending on a physical parameter to act as sensor. 
The time resolution that can be coded and detected 
(coding capacity) is the limitation of this topology in 
front of other chipless topologies.

Time-coded chipless UWB RFID (I)

Time-coded chipless UWB RFID (II)

22

23
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Four time-coded 
chipless tags with 

different line lengths are 
compared in this slide 
(A,B,C,D). The structural 
mode can be observed, 
superimposed the ones 
to the others, while the 
four tag modes can be 
observed at different 
time positions. Since the 
tag size is large, a much 
higher structural modes 
than tag modes can 
be observed. The measurement has been obtained 
by using a commercial UWB radar as reader. The 
signal at reception has been time gated in order to 
separate reflections from surrounding elements and 
the wavelet transform has been applied as matching 
filter in order to suppress noise. At the bottom of 

the slide, the read range of a time-coded tag is also 
presented. It can be observed that distances up to 
around 2 m can be read. Read range is a strong 
advantage of this topology in front of other chipless 
topologies. 

S ince this topology 
offers a long read 

range but a small coding 
capacity, the most 
interesting application 
for these tags is to 
use them as sensors. 
Information can be 
coded in time (changing 
the propagation velocity 
along the transmission 
line) and in amplitude of 
the tag mode (changing 
the reflection coefficient at the end of the delay line). 
In the amplitude-based sensor shown in this slide, the 
reflection coefficient is changed by varying the value 
of a resistor connected at the end of the delay line. A 
change in the tag mode amplitude can be detected, 
and this opens the door to replace these lumped 
resistances by resistive sensors, as, for instance, a 

Vishay Beyschlag PTS-100 temperature platinum 
sensor. In consequence, in this sensor topology, the 
delay between modes is used as ID coding element 
and the ratio between the amplitudes of the tag and 
the structural modes is used as sensing parameter, 
which changes with temperature.

Time-coded chipless UWB RFID (III)24

25 Time-coded chipless sensors (I)
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Here is the 
measurement of the 

time-coded chipless tag 
working as temperature 
sensor. Two PTS-100 
are placed side-by-
side. One of them is 
connected at the end of 
the delay line, and the 
other is connected to a 
multimeter for reference 
and calibration purposes. 
The sensor is read 
with a UWB radar and 
also with a VNA. The time response in the latter is 
obtained by applying the inverse Fourier Transform. 
The variation in the tag mode amplitude is observed 
and the the measured response of the sensor at 
distances up to 1 m is shown as a function of the real 

temperature (obtained from the measurement with 
the multimeter). Errors of 0.6º and 3.5º are obtained 
when using the VNA and the UWB radar, respectively, 
for a measurement range between 72º and 130º. 

Another possibility 
is to use a 

temperature threshold 
sensor. To this end, a 
shape memory alloy 
(in this case nitinol) 
is used as mechanical 
element. This alloy can 
be memorized with 
a determined shape 
when a temperature is 
surpassed. When the 
threshold temperature 
is surpassed at some 
time, the alloy recovers 
the memorized position, leading to a mechanical 
variation. In this prototype, this mechanical variation 
takes place at the end of the delay line: an elastic, 
adhesive copper strip at the end of the delay line is 
de-attached, and the reflection coefficient changes. 

This application does not require high sensitivity, it 
is just an on/off application. By using differential 
calibration (detecting changes, not states), a long 
read range up to 5 m is obtained.

Time-coded chipless sensors (II)

Time-coded chipless sensors (III)

26
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A delay-based sensor 
is presented here. 

The operation principle 
is to change the 
propagation velocity in 
the delay line depending 
on the material that 
is in contact with the 
tag. Depending on 
the permittivity of this 
material, the velocity 
changes and so does 
the time difference 
between tag and 
structural modes. As 
a proof of concept, it 
has been applied to the measurement of concrete 
composition for civil engineering. The tag is inserted 
inside a concrete block. Since the tag must be read 
in  perpendicular, a Vivaldi antenna has been used. 
A metal plate perpendicular to the tag is placed in 
order to establish a stable reference plane (which 
does not depend on the insertion of the tag inside 

the mixture). Several samples where the mixture 
between concrete and sand is changed have been 
tested. It can be observed in the measurements 
the change in the delay between structural and tag 
modes depending on the percentage of concrete and 
sand.

The following 
slides provide an 

introduction to semi-
passive tags. 

A highly spread 
topology of these tags 
can be found at high 
frequency (13.56 MHz). 
For example, they are 
used in temperature or 
pressure data loggers.

Another band used 
for semi-passive tags 
is UHF for long-range 
temperature data loggers. A third example at 
microwave frequencies are the tags used in highway 
tolls. In this case, a battery is necessary because the 

tag must be read very fast and the data rate is also 
very high.

Time-coded chipless sensors (IV)28

29 Applications Semi-passive technology

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 126

RIVER ETfIoT BOOK P1.indb   126 16/7/18   9:17



In both cases, in 
passive and semi-

passive technologies, 
the communication is by 
backscattering.

The reader transmits 
an interrogating signal, 
then the passive tag rec-
tifies the RF signal and 
obtains DC power to feed 
the circuits and send the 
message by modulating 
the radar cross section. 
The tag changes the impedance that loads the anten-
na; therefore, the reflected signal changes as a func-
tion of the impedance. For instance, one impedance 
represents a logical one and the other a logical zero.

The power received at the tag must be higher 
than the threshold power to allow the tag to wake 
up. This received power depends on the inverse of 
the square of distance.  

Then, the reflected signal must propagate to the 
reader; therefore, the received signal at the reader 
is inversely proportional to the distance to the 
fourth. This power must be higher than the reader 
sensitivity. The main differences in semi-passive tags 
are that the threshold power is considerably lower 
than that in passive tags and tags can be powered by 
the battery during the answer period.

In order to understand 
the read range 

limitations, this plot 
depicts the received 
power at the tag at UHF 
(868 MHz). The black 
continuous line is the 
backscattered power 
received at the reader. 

The points are the 
threshold power or tag 
sensitivity for different 
passive tags. The 
first generation of tags (e.g., Monza) have a poor 
sensitivity; however, the last generation (Monza 
R6) have sensitivities in the order of -22 dBm. The 
sensitivity of passive readers is in the order of -80 
dBm. Therefore, the passive tags are limited by the 
tag sensitivity.

In the case of semi-passive tags, the tag sensitivity 

can be up to -30 dBm or higher. Then, the read range 
limitation is in the sensitivity of the reader. In addition, 
often, semi-passive readers have better sensitivity 
than passive readers. Therefore, read ranges close to 
50 m can be obtained with battery-assisted passive 
tags.

Backscattering communication

Read Range: UHF passive vs BAP tags

30
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Next slides show 
some examples 

of semi-passive tags 
based on commercial 
ICs. EM4325 is a 
UHF Battery-Assisted 
Passive RFID IC from EM 
Microelectronics. 

The antenna is 
connected between 
ANT+ and VS pins, and is 
a dipole with a matching 
network. The tag can be 
used as passive without 
battery or with battery. Depending on the mode, the 
sensitivity and the chip impedance change. Therefore, 
the matching network changes. The sensitivity of this 
IC is -31dBm in semi-passive mode.

The tag can be configured to read some alarms, 

for example, a tamper alarm, or using a threshold 
temperature chip when the temperature surpasses a 
limit (up or down). These alarms are saved in some 
bits of the user memory, and this information can be 
read using a conventional UHF reader.

This slide shows 
another example of 

semi-passive tag. In this 
case, it is an NFC-based 
tag. There are models 
of NFC chips that can 
be connected to the 
battery and have an IC 
bus to communicate 
with a microcontroller or 
sensors. For example, in 
this case, a chip that has 
the energy harvesting 
function can obtain up to 5 mA from the RF signal. 
For higher currents or higher read distances, the tag 
must be powered by the battery.

In this picture, it can be seen a custom 
temperature sensor. It is composed of the NFC chip, 
the I2C temperature sensor, the pull-up resistance, 
and an Atmel ATTiny85 microcontroller. By reducing 

the clock frequency, it is possible to reduce the 
current consumption below 1 mA, therefore it 
can read the temperature approaching a mobile 
phone without any battery. The main attraction of 
this sensor technology is the low-cost reader (the 
smartphone) and the compatibility with metal or 
wearable devices.

Commercial BAP tags32

33 NFC tags with Energy Harvesting
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Semi-passive UWB 
RFID with a time-

coded topology is an 
alternative to time-coded 
chipless RFID. In this 
case, some electronics 
are added, achieving 
some advantages as 
introduced in the former 
slides. The prototype 
shown here is composed 
of a time-coded tag 
(UWB antenna and delay 
line), in this case loaded 
with a pin diode. The state of this pin diode is changed 
(on/off) usign a microcontroller, which has a stored 
ID code and can also integrate sensors connected. 
The tag also contains a wake-up circuit made of a 
rectenna at 2.45 GHz ISM band. The system works 

as follows: normally it is at a sleep mode, when the 
wake-up signal is received, the tag wakes up and the 
communication between tag and reader (UWB radar) 
is done by backscattering, as in time-coded chipless 
RFID.

A co m m u n i c a t i o n 
protocol can 

be defined since a 
microcontroller is used. 
On one hand, the wake 
up of the tag is done by 
sending a specific code; 
this is done in order to 
avoid false wake-ups, 
which would lead to 
a shorter lifetime of 
the tag battery. Then, 
the communication by 
backscattering starts 
between the UWB radar 
(reader) and the tag, to download all the information 
from the tag to the reader (ID, sensor...). In order 
to avoid background subtraction, a differential 
encoding protocol is programmed: this means that 

the difference between consecutive bits is detected 
and the information concerning a 0/1 comes from a 
change/no-change event. The read range of the tag 
is 8.5 m. 

Semi-passive UWB RFID (I)

Semi-passive UWB RFID (II)
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This is a first example of 
integration of sensors 

in a semi-passive 
UWB RFID tag. The tag 
consists again of a UWB 
antenna connected to a 
delay line loaded by a 
diode. A wake-up circuit 
made of a rectenna at 
the 2.45 GHz ISM band 
is also integrated, with 
the same performance 
as former slide.  Here, a 
solar cell is integrated as 
energy harvester in order to provide energy to power 
up the tag, so no additional battery is required. No 
microcontroller is used in this prototype in order to 
save battery, leading to an energy consumption of 82 
mA, able to be powererd from the solar cell, which 
is placed on the ground plane at the backside of the 

UWB antenna. The tag detects temperature using an 
NTC resistor. A calibration circuit is also added, which 
permits to remotely obtain the temperature from 
three measurements: temperature measurement, 
and two calibration measurements in order to avoid 
background subtraction and calibrate temperature.

Here, the behavior of 
the solar-powered 

temperature sensor 
tag is shown. It can be 
shown that by using 
differential coding both 
clutter and structural 
mode are diminished, 
without the need for 
background subtraction. 
Since three consecutive 
measurements are 
done every time, 
a temperature is 
measured, the value can be calibrated without the 
need for a calibration curve at all distances/angles 
that the tag can be measured (as necessary when 
a chipless topology is used). A measurement of the 

change of the tag mode amplitude as a function of 
the temperature is also shown, which comes from the 
change in the bias of the diode that loads the delay 
line, directly dependent on the temperature.

Semi-passive UWB RFID sensors (I)36

37 Semi-passive UWB RFID sensors (II)
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A second example of the UWB RFID can be this 
multi-sensor module for smart cities. It consists 

of the microcontroller tag shown before where now, 
several sensors have been added, a temperature 
sensor, a humidity sensor, a barometer, and an 
accelerometer. An EEPROM memory has been 
integrated too. This sensor can work autonomously 
and store the measurements in the memory. The 
information from the memory is downloaded to the 

reader by backscatering only when the reader wakes 
up the tag. The concept is to place the sensors at the 
bus stops and the reader in a bus. In this way, when 
the bus arrives at the bus stop, it contacts the tag 
and downloads all the information. This information 
is, in turn, uploaded to the cloud when the bus 
arrives at a point prepared for this purpose. Two 
measurements of the temperature are shown in this 
slide to demonstrate the system operability.

The third example of UWB RFID sensors is a sensor 
based on carbon nanotubes for gas sensing. 

Carbon nanotubes are an enabling technology for 
sensing gases. Here, they have been functionalized 
to detect NO2, and integrated in the RFID tag. An 
interdigital structure has been designed as carrier 
of the sensor, which changes their resistance as a 

function of NO
2
 concentration. This structure is placed 

inside a gas chamber and wire-connected to the tag. 
It is shown here the resistance variation of the sensor 
as a function of frequency, and it can be observed 
that only low-frequency operation is achieved. This 
is why, they have been integrated in a semi-passive 
structure and not in a chipless tag.

Semi-passive UWB RFID sensors (III)

Semi-passive UWB RFID sensors (IV)
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Here, a first prototype of UWB RFID sensor tag 
based on carbon nanotubes is shown.  It is 

again composed of a UWB antenna and a delay line, 
connected in this case to an RF switch. This switch 
commutates between a delay line used for ID of the 
tag and a circuit that contains the carbon nanotube. 
This circuit modulates the switch insertion loss 
depending on the temperature. A rectenna is also 

used to wake up the circuit, which is powered up by a 
Li battery and has a small power consumption (only 
25 mA). Measurements are shown here, where the 
nitrogen dioxide concentration is wirelessly detected 
and compared to a reference value obtained from 
wire measurements as reference, for calibration 
purposes and validation.

39
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A second example 
of UWB RFID tag 

with carbon nanotubes 
for nitrogen dioxide 
sensing is shown 
here. The difference 
between this topology 
and the former one 
is that it integrates 
a microcontroller, 
and the information 
coming from the CNT 
is digitized by a A/D 
converter. Here, the 
information between the tag and reader is sent by 
modulating (on/off) the state of a diode connected 

at the end of the delay line. Measurements are 
shown to validate the prototype. 

The last application 
for time-coded 

chipless RFID and 
semi-passive UWB RFID 
is shown in this slide: 
smart floor guidance 
systems. The two 
techniques are suitable 
to be inserted in floors 
or walls in order to 
offer to disabled people 
or robots information 
concerning guidance. 
A third topology is also 
proposed here, based 
on Ground Penetrating Radar (GPR) techniques, 
and tags made of simple metal strips, which, 

depending on the number, width, and separation 
of these strips can code information.

Semi-passive UWB RFID sensors (VI)

Semi-passive UWB RFID sensors (VII)
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Here, the 
measurements of 

the three tags, buried 
under the smart floor 
and measured using a 
UWB radar as reader 
are shown. It can be 
observed that both the 
tags made of metal 
strips and the semi-
passive tag can be well 
detected, while the 
chipless tag is detected 
with some difficulty. 
It must be noted that 
this is a complicated 
scenario for detection, since tags are placed under, 
but very close to the ground tiles, which generate 
a very strong reflection, which is very close in time 

from the expected response of the tags, and with a 
much larger amplitude

The next part of the 
chapter is focused 

on the application of 
Frequency Selective 
Surfaces (FSS) to semi-
passive RFID.

Frequency Selective 
Surfaces are periodic 
structures that act as a 
filter. Some frequency 
bands are transmitted 
and the others are 
reflected.

Two simple 
interpretations of an 
FSS are as an array 
of antennas/reflectors, or as a grating in optical 
frequencies. Typical applications of FSS are radomes 

or as metamaterials for antennas. Here, we will focus 
on applications of FSSs in RFID tags and transponders.

Semi-passive UWB RFID sensors (VIII)43

44 Tags based on Modulated FSS
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Frequency domain 
chipless tags based on 

scattering particles are, 
in the end, Frequency 
Selective Surfaces 
(FSSs). The basic theory 
of FSS is very useful to 
engineer these kinds 
of resonators. FSSs 
are periodic surfaces 
comprising a unit cell, 
with a certain geometry, 
repeated on a regular 
grid. The square lattice is the most popular but other 
lattices, e.g. triangular, are also possible. The single 
unit cell can be capacitive or inductive. In the first 
case, the FSS cells are disconnected and the behavior 
resembles the one of stop band filter. Inductive FSS 
can be instead described with a parallel LC circuit. 
Analytical expressions for the sheet impedance are 

available for simple shapes such as patches or grids, 
which shows a purely capacitive or purely inductive 
behavior. The transmission line equivalence is valid 
in the frequency region where a single harmonic is 
in propagation, say, when the wavelength is shorter 
than the FSS periodicity. 

Patches and grids, 
whose sheet 

impedance has been 
reported in the previous 
slide do not present 
any resonant behavior. 
However, it is possible 
to modify the unit cell 
geometry in order 
to achieve a single 
resonant frequency or 
even multiple ones. 
Some FSS topologies 
are shown in the slide. 
It is also reported 
the reflection coefficient of loop type and a cross 
type FSS. In the former case, the resonance is 
achieved when the perimeter of the loop becomes 
a wavelength. In case of the cross element, the 
resonance is achieved when the length of the cross 

arm becomes a half-wavelength. Once retrieved, the 
correct values of the capacitance and the inductance, 
the reflection response can be accurately predicted 
by the transmission line model described in the 
previous slide.

FSS impedance

Frequency Selective Surfaces
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If the FSS is printed on 
a dielectric layer, the 

presence of supporting 
dielectric induces a shift in 
the resonance frequency 
of the FSS filter toward 
lower frequencies. This 
effect is different for 
capacitive or inductive 
FSSs. In the former case, 
the resonance shift is 
characterized by an 
exponential behavior 
whereas, for inductive 
shapes, there is an oscillation around the final 
resonance value. For thick dielectrics, the resonance 
approaches to initial frequency scaled by the square 
root of the effective permittivity. This is due to the 
fact that the inductance of the FSS in unaffected by 
the presence of the dielectric layer, whereas the FSS 

capacitance is multiplied by the effective permittivity. 
If the dielectrics of the two sides of the FSS are 
different but characterized by the same thickness, a 
mathematical mean of the two permittivity values can 
be a good approximation of the effective permittivity. 
In other cases, more complicate formulas are used.

For this application, 
the FSS is like an 

array. The simplest FSS 
is composed of an array 
of dipoles loaded with 
diodes.

When the incident 
wave has a frequency 
close to the resonance 
frequency (approximately 
half of the wavelength), 
the wave is reflected. 
When the frequency is 
outside the resonance, 
the wave is transmitted and the FSS is transparent. 
In order to modulate the FSS, the structure is loaded 
with switching  diodes (for example, PIN diodes or 
varactors). A simplified model used in simulations is 
shown. When the diodes are in on state, they present 

a low impedance (short circuit), whereas when they 
are in off state, they present a high impedance (open 
circuit). The circuit element values are obtained from 
the datasheet of the diode manufacturer.

Dielectric effects47

48 Tags based on Modulated FSS (I)
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In order to transmit 
information, the FSS 

can be modulated. To 
this end, the dipoles can 
be loaded with switching 
diodes. In both cases, 
when the diodes are in 
On state, they present 
a small impedance as 
a short circuit, whereas 
when the diodes are 
off, they present a high 
impedance. Therefore, 
the resonance frequency 
changes between the two states. For ideal short-
and-open-circuit cases, the resonance frequency will 

be double than in the open-state case because the 
dipole length is the half.

The backscattered or 
reflected field can 

be studied using the 
backscattering antenna 
theory interpreting the 
FSS as an antenna array.

The backscattered 
field can be split into 
two components: the 
structural mode, which 
is the reflection in the 
structure of the FSS, the 
objects that support the 
FSS, and it is constant, 
and a second term, 
which is known as antenna mode or tag mode that 
depends on the load of each element.

The reflection coefficient is changed between 
the on and off diode states at a rate equal to the 

modulating tag frequency ftag. Then, the reflection 
coefficient can be expanded using Fourier series. cn 
are the Fourier coefficients at each frequency.

Tags based on Modulated FSS (II)

Tags based on Modulated FSS (III)
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The result is that the 
reflected spectrum is 

composed of a train of 
delta functions spaced 
by the modulating 
tag frequency around 
the carrier frequency 
transmitted by the 
reader.

The received signal at 
the frequency fc+ftag is 
proportional to the radar 
cross section, which is 
proportional, in turn, to 
the field difference between the two states when 
the diodes are on and off.

This differential radar cross section (RCSdif) can be 
expressed as a function of the difference between 
the reflection coefficients and the gain of the array.

Thus, increasing the number of FSS elements 
increases the gain and the differential radar cross 
section compared to the case of using a single dipole 
antenna. This is one of the main motivations of using 
FSS instead of using an antenna. 

The next slides show 
an application of 

modulated FSS for the 
design of FMCW radar 
transponders. Briefly, 
a FMCW radar is a 
radar that transmits a 
CW that is frequency-
swept in a band. This 
waveform is called a 
chirp signal. When this 
CW is reflected by a 
target, there is a delay 
due to the propagation 
distance between the 
radar and the target. Therefore, when the reflected 
wave is received, its frequency is different from 
the transmission frequency at this instant. The two 
frequencies are compared using a mixer. 

The distance can be obtained from the difference 
between the transmitted and received frequencies. 
The parameter m is the sweep slope. The distance 
resolution increases with the radar bandwidth.

Tags based on Modulated FSS (IV)51

52 Distance measurement with a backscattered 
FSS using FMCW (I)
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FMCW radars are often 
used in localization 

applications. The main 
problem in indoor 
environments is that 
there are reflections 
from several objects 
that sometimes have 
larger radar cross section 
than the tag. In addition, 
there is an interference 
from the phase noise of 
the radar. Therefore, it 
is difficult to detect tags 
close to big objects or close to the radar. 

A solution for this problem is to use modulated 
tags. Then, the output of the IF signal is modulated 
by the tag modulation frequency. The modulation 
consists of changing the impedance of an antenna 
or FSS at rate equal to the tag modulation frequency. 
Then, two peaks appear in the baseband spectrum 
centered at frequency, ftag, and whose frequency 
spacing are proportional to the distance. The 
modulation of the tag is generated with a low-
frequency oscillator connected to the bias of the 

diodes, generating a square wave between 0 and 
3 V, which switches the diodes on or off. The FSS 
is illuminated with a signal from a microwave 
generator, and the received signal is received with a 
spectrum analyzer. It is experimentally demonstrated 
that the received power increases with the number 
of FSS elements and also the bandwidth of the FSS. 
More than 2 GHz of bandwidth can be achieved with 
a flat response.   The bandwidth must be higher than 
the radar bandwidth, in our case, 1.5 GHz. 

Distance measurement with a backscattered 
FSS using FMCW (II)

Distance measurement with a backscattered 
FSS using FMCW (III)
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This figure shows the measured baseband spectrum 
when the tag is illuminated with an FMCW radar. 

The radar is from Siversima at X band between 9.25 
and 10.75 GHz. The radar is connected to a horn 
antenna with 20 dB of gain. The FSS is modulated, 
and it is located very close to a large corner that has 
a large cross section which interferes the tag.

These graphs show some results at 2 and 10 m. 
Without modulation, the reflector is detected but the 
tag is not detected. When the modulator is active, 
two peaks can be observed whose separation 
depends on the distance. Removing the background 
(measurement without modulation), the tag is better 
detected.

This plot compares 
the real distance 

with the measured 
distance from the 
frequency difference in 
the peaks at baseband 
spectrum. The average 
error obtained (12 
cm) is close to the 
theoretical limit given 
by the radar resolution 
that depends on the 
radar bandwidth, B. 

Today, wearable devices integrate Bluetooth low-
energy transceivers that need about 15 mA in 

transmission and 7 mA in reception. One motivation 
of using modulated FSS for wearable devices is the 
communication by backscattering to save battery, 
since they do not transmit power. Another motivation 
to use FSS is that it can be integrated in clothes or 
textile material, wristbands, or other wearable parts. 
In addition, some sensors can be easily integrated 
without additional electronics.

The key is that a modulated FSS can be detected 
attached on the body. This is an experiment of an 
FSS on a piece of ham to simulate an arm. The FSS 
is modulated with a low-frequency oscillator based 
on a low-power 555 timer. The oscillation frequency 

depends on a resistance. If the resistance is replaced by 
a negative temperature resistance, then, the oscillation 
frequency depends on the temperature. The top plot 
shows the spectrum at different distances of an FSS 
on body, modulated at a frequency of 7 kHz at 2.45 
GHz (ISM band). This plot shows that it is possible to 
detect at 3 m. The bottom graph shows the received 
power from an FSS placed on body, as a function of the 
interrogating frequency. It is shown that the bandwidth 
is very large and increases with the number of dipoles. 
In addition, the response is very close between the FSS 
on an arm and the FSS on a piece of ham. Therefore, the 
response is insensitive to changes in the permittivity of 
the body that can change between people/invidious, 
or parts of the body.
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The main problem 
in any wireless 

system is the multipath 
interference. The 
received signal can 
suffer constructive 
and destructive 
interferences due to 
different paths that 
arrive to our receiver. 
If a notch falls in our 
transmission frequency, 
then communication is 
not possible.

Diversity techniques 
are employed to combat multipath. The idea is to 
use the received signal from two uncorrelated paths. 
The easiest way is the spatial diversity technique. 
This is very easy to implement with modulated FSS 
because we can use two FSS modulated with the 
same oscillator, connected by a wire and integrated 
in the clothes. In all cases, the received power is 
higher using two FSS instead of one. These plots 
show the cumulative density probability function 
(CDF), that is the probability that the received power 

is under a value. The diversity gain is close to 9 dB 
when the two FSS are more spaced (between the 
two arm). The gain is smaller when one FSS is on 
the arm and other is on the chest because the paths 
are not enough uncorrelated. Another possibility is to 
use one FSS with the dipoles in one direction and the 
second FSS with the dipoles in orthogonal direction. 
Thus, it is a simple polarization diversity technique. 
The diversity gain is close to 9 dB in this case.

Wearable Sensors Based On FSS (I)57
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A wearable breathing 
sensor can be 

designed with the 
above concepts. Sleep 
disorders affect up to 
25% of population. The 
most important are the 
apneas or obstruction of 
the air during breathing.

The method for 
diagnosis normally is 
the polysomnography, 
which consists in 
connecting several 
sensors on the body. The measurements must be 
done in the hospital and almost 3 nights are required 
for the diagnosis. 

Therefore, a screening method, noninvasive or 
less invasive and economic, is required, which can 
be performed at home. The proposed sensor is based 
on the temperature sensor based on the modulated 
FSS presented before. The NTC thermistor is located 
close to the nose in order to sense the change in the 

air temperature during the breathing. The frequency 
of the low-frequency oscillator depends on the 
resistance and therefore on the air temperature. This 
oscillator modulates the FSS.

The FSS is integrated in a band around the head 
and has two orthogonal polarizations, in order to be 
read from any angle and polarization, exploiting the 
spatial and polarization diversity studied before.

The variation of the 
NTC resistance as a 

function of temperature 
is given by the 
Steinhart-Hart equation. 
In commercial NTC, the 
parameter b is very high. 
The result is that the 
sensitivity in the shift of 
the oscillation frequency 
is very high. This factor 
acts as a sensor gain.

From the histogram 
obtained experimentally, 
a frequency resolution or deviation of 1 Hz is 
obtained; therefore, the temperature measurement 

deviation is about 0.01 K. This temperature resolution 
is enough for most applications.

Wearable Sensors Based On FSS (II)58
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In order to obtain the 
breathing rate, some 

signal processing is 
required.  At the output 
of the mixer, the signal 
is sampled during a 
period, then the Fourier 
transform experiment 
is performed to 
obtain the modulation 
frequency that depends 
on the temperature. 
Then, the variation of 
the temperature as a 
function of time is obtained. Then, a peak algorithm 
is used to detect the breathing interval and the apnea 
intervals.

The first plot shows the modulating frequency 
and the corresponding temperature variation as a 

function of time, during a normal breathing and with 
3 apneas of obstruction of the breathing for more 
than 10 s. The breathing rate by minute (bpm) is 
shown at the bottom figure. The average breathing 
rate falls if apneas are present.

As already mentioned, another possible approach 
to design chipless RFID tags consists in encoding 

the information into the spectrum response of the 
identification tag by exploiting the properties of 
resonant structures. The binary information can be 
associated to the presence (‘1’) or absence (‘0’) of 
a resonant peak in the backscattered field at a fixed 

frequency within the available spectrum. These 
chipless RFID tags can be realized by adopting several 
technologies, from standard planar microstrip or 
waveguides up to additive-manufacturing processes. 
They can be realized on dielectric substrates, printed 
on flexible laminates or manufactures by using 
polymers.

Wearable Sensors Based On FSS (IV)

FD chipless RFID tags
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Frequency domain 
chipless tags can be 

subdivided into two 
main categories. The 
scattering-based ones 
are composed of an 
array of particles with 
different sizes, which 
introduce several 
resonances in the 
backscattered response. 
The other typical 
configuration comprises 
a couple of orthogonally placed wideband 
monopole antennas separated by a transmission 
line with multiple filters in series. The scattering, 
based tags can be copular or cross-polar. In the first 
case, the copolar backscattered frequency response 
is characterized by multiple frequency peaks. The 

main problem of this encoding strategy is that the 
copular response is easily affected by the multipath. 
On the contrary, if cross-polar tags (or depolarizing 
tags) are designed, then the isolation of the tag 
response from the response of the environment is 
greatly improved. 

A first example 
resort to chipless 

tag comprising several 
capacitively tuned 
dipole antennas, which 
resonate at different 
frequencies. When the 
tag is illuminated by a 
frequency- swept signal, 
the tag responds with 
a spectrum with dips. 
Each one of these peaks 
encodes a ‘1’ bit and it 
is determined by the presence of a dipole; therefore, 
each dipole has a 1:1 correspondence to a data bit. 
To make the chipless RFID tag more compact, space-
filling curves have been used instead of dipoles. 
The space-filling curve allows the resonance at a 
frequency that has a wavelength much greater than 
its footprint. This is an advantage since it allows the 
development of small footprint tags at UHF ranges. 

This shrinking process allows tag of compact size but 
requires significant modifications of the tag layout 
in order to encode the data. More details on this 
topic are available in: J. McVay, N. Engheta, and A. 
Hoorfar, “High impedance metamaterial surfaces 
using Hilbert-curve inclusions,” IEEE Microwave and 
Wireless Components Letters, vol. 14, no. 3, pp. 130–
132, Mar. 2004.

Frequency domain chipless tags62
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Another example is 
provided by chipless 

RFDI tag based on the 
tag retransmission. In 
this kind of tag, the 
signal is “elaborated” 
by a multiresonator (a 
filter) that interacts with 
the signal traveling from 
the receiving antenna 
to the re-transmitting 
one. The signal collected 
by the receiving 
antenna tag during its 
propagation toward the tag TX antenna undergoes 
an amplitude and phase modulation determined by 
the number and shape of the resonator placed along 

the transmitting line. In the proposed example, all 
spiral resonators are present, but they can be shorted 
to remove the correspondent resonance. 

More in detail, two 
UWB antennas 

are necessary to collect 
the interrogating single 
and to retransmit the 
encoded information 
to the reader. 
The Rx monopole 
antenna collects 
the interrogating 
signal and then it 
propagates toward the 
multiresonating circuit. 
The multiresonating 
circuit encodes data 
bits using cascaded the spiral resonators (unique 
spectral signature). The encoded information is then 
transmitted back to the reader by the Tx monopole 
tag antenna. The Rx and Tx tag antennas are cross-
polarized in order to minimize interference between 
the interrogation signal and the retransmitted 

encoded signal which contains the information. The 
tag responses are not based on RCS backscattering 
as in the previous cases but on the retransmission 
of the cross-polarized interrogation signal with the 
unique spectral ID encoded by the multiresonator 
(both amplitude and phase).

FD chipless RFID tags (II)

FD chipless RFID tags (III)
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A chipless tag 
configuration more 

robust to the presence 
of nearby objects is 
the so-called Artificial 
Impedance Surface (AIS). 
The AIS comprises an 
FSS placed in the close 
proximity of a metallic 
ground plane. The FSS 
is printed on a lossy 
dielectric. In the absence 
of losses, the reflection 
amplitude of this surface 
is equal to one, while the phase is characterized by a 
transition though zero degrees. If a suitable amount 
of losses is added in the substrate, a deep amplitude 
absorption peak is achieved. If a multiresonant FSS is 
used instead of a single resonant one, then multiple 
absorption peaks are synthesized. Due to the presence 

of the ground plane, the structure is much more robust 
to the presence of nearby objects. It is not necessary 
to print the chipless resonator with the fround plane 
since the FSS, printed on the lossy substrate, can be 
directly applied to a metallic structure so as to form 
the AIS resonator. 

This slide reports the 
amplitude and phase 

reflection coefficient of a 
single resonant AIS. If the 
losses are neglected, a 
total reflection amplitude 
and a smooth phase 
transition are achieved. 
If the amount of losses 
increases, then a deep 
reflection peak due to 
power absorption and a 
steeper phase profile is 
achieved. The resonant 
peak is preserved even in the presence of high lossy 
substrates such us FR4. The total absorption is achieved 
when the input impedance of the AIS resonator is 
matched with the free space impedance. If the losses 

of the substrate of in the periodic surface are further 
increased with respect to the matching condition, then 
the absorption decreases, and the phase profile shows 
an unconventional reverse transition.  

Artificial Impedance Surfaces (AIS) (I)66

67 Artificial Impedance Surfaces (AIS) (II)
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The slide reports 
the chipless tag 

configuration proposed 
by our group. It comprises 
a multiresonant 
f requency-select ive 
surface printed on a 
grounded FR4 dielectric 
slab. The presence 
of the loop induces 
the presence of an 
absorption peak at 
a predetermined 
frequency and this 
codifies the bit 1. When one of the loops is removed 
from the metallic pattern, its corresponding frequency 
peak disappears as well codifying the state 1. The 
number of coded bits is proportional to the number 
of loops. There exists a limited frequency shift of the 

remaining frequency peaks due to mutual coupling 
when a resonant loop is removed from the metallic 
pattern. The undesired effect can be adjusting the 
length of the remaining loop.

The results of the 
previous simulations 

were about the infinite 
periodic configuration. 
The simulations were 
performed with a 
periodic method of 
moments (PMM) in 
which a single unit cell 
is considered. However, 
a real structure has 
a finite size and the 
periodic surface has to 
be cut considering a 
certain number of unit 
cells. The use of a large surface with a high number 
of unit cell is not advantageous in terms of amount 
of information encoded. However, the increase of the 

number of unit cells allows to increase the amount of 
backscattered energy. Indeed, the radar cross section 
(RCS) is proportional to the size of the panel. 

A scattering-based Chipless RFID (I)

A scattering-based Chipless RFID (II)

68

69
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The exploitation of 
amplitude, phase, 

or polarization can 
provide chipless RFID 
tags, which may require 
narrower operational 
bandwidths with 
respect to the previous 
solutions. An example 
is offered by the “delta-
phase” quantization 
encoding scheme. To 
introduce this concept, 
let us consider the phase 
response of a periodic surface (whose rectangular 
unit cell is shown in the figure) when it is illuminated 
at normal incidence,both with a TE plane (E-field 

parallel to x–axis) wave and a TM plane wave (H-field 
parallel to x-axis ).

The structure 
comprises a 

grounded dielectric 
substrate with a 
rectangular loop printed 
on the top face. A stub 
of length S is attached in 
correspondence of each 
loop corner. Looking at 
the phase response, it 
can be noticed that even 
a small change in the 
stub length determines 
a shift of the phase 
response for a TE incident plane wave, whereas the 
TM response is almost unchanged. The unit cell is 

discretized into 64 x 64 pixel matrix for the analysis 
with a Periodic Method of Moments (PMM).

Exploiting amp/phase/pol (I)70

71 Exploiting amp/phase/pol (II)
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Looking at the phase response previously reported, 
it is possible to calculate the difference between 

the TE and TM response. As highlighted in the plot, 
it is possible to exploit the delta phase associated 
with a particular stub length as a bit codification. 
For example, the differential phases at frequency 
f1 = 2 GHz for the two stub lengths S1 and S2 are 
equal to f1 and f2 and more values can be obtained 
with different stub lengths. Let us change the stub 
length and look at the delta-phase value exhibited 
at frequency f1. The length is expressed by using the 
number of pixels composing the stub. It can be seen 
that the delta-phase value spans within the interval 

(- 25°, 250°), with short stubs exhibiting the highest 
differential phase values. Therefore, a stub can 
encode a multi-value bit with more than two states. 
The set of stub lengths employed in the codification 
depends on the criterion used for quantizing and 
discriminating two phase states. The stubs whose 
delta-phase differs at least D degrees is adopted. It 
is apparent that 10 stub lengths will be available if 
D = 10° whereas keeping D = 20° or 30° the different 
selectable states will be 8 and 6, respectively. This 
means that one stubbed ring allows codifying 3 bits 
if D = 20° is chosen.

It is then necessary to define a decoding procedure. 
Let us consider again the delta phase f at frequency 

f1. for D  = 20°. This choice individuates a set of delta 
phases within the interval [f - D/2, f + D/2], where 
D/2 is the accepted phase deviation. The individuated 
intervals do not intersect; thus, there is no ambiguity 

in the reading process. Finally, it is also interesting to 
assess the effect of the incident wave angle on the 
delta-phase behavior. A numerical study considering 
several incidence angles proved that the proposed 
codification can be employed up to w  =  25° and 
q = ±30°.

Exploiting amp/phase/pol (III)

Exploiting amp/phase/pol (IV)
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In order to increase the 
quantity of information 

stored in the chipless 
tag, more nested rings 
can be employed.  
Each ring J has its own 
stubs SJ of equal length 
attached to the corner 
and obviously different 
DxJ  and DyJ. In this case, 
the codification of the 
information is related 
to the differential phase 
exhibited by the tag at 
a fixed frequency. In the 
case of four nested rings, we have four reference 
frequencies fi (i = 1,2,3,4). It is important to highlight 
that the change in the delta phase exhibited at the 
frequencies fi is mostly related to the stub length 
of the corresponding ring and it is weakly related 
to the adjacent elements. Let us now calculate 
the number of states encoded by the described 
structure. Considering D = 10,° the total number of 
combinations is equal to 13104, that is 13.67 bits, 
whereas by choosing D  =  30° the bit number is 

10.49. Contrarily to many encoding schemes that 
require an ultra-wide or wide band occupation, the 
proposed codification paradigm requires the chipless 
RFID tag phase response at 4  fixed frequencies 
only. A finite-size tag comprising 3x3 unit cells has 
been manufactured and tested as a representative 
example. The observed results suggest that a 
D  =  20°can be considered a good choice able to 
guarantee the trade-off between encoding capacity 
and correct recovering of the information.

73

74 Exploiting amp/phase/pol (V)
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If a chipless RFID based 
on the frequency 

signature concept is 
placed on a metallic 
structure, the radar 
cross section of the 
backing metallic 
structure becomes more 
and more strong and 
conceal the absorptive 
peaks of the resonator 
where the information 
is encoded. In order to 
discriminate the signal 
from the tag with respect to the large echo coming 
from the surrounding big metallic platform, it can be 
useful to associate the information with the cross-
polar reflection scattered field. This solution allows 

the detectability of the tag backscattering, no matter 
how large the metallic platform is, since the metallic 
platform does not de-polarize the reflected signal as 
the tag does.

If we consider a loop 
as the basic element 

of the unit cell, the 
highest cross-polar is 
excited when the E filed 
is impinging along the 
diagonal of the ring. 
Also in this case, more 
rings can be nested in 
order to have a multi-bit 
codification.

In order to verify 
the reliability of the 
proposed chipless 
design, a set of 
prototypes have been manufactured with a standard 
photolithographic technology on a commercial FR4 
substrate. The measured reflection of a 10-bit tag 

glued on the door is also reported in the slide. The 
10 peaks are visible at a distance of 40 cm from the 
door.

Exploiting amp/phase/pol (VI)

Exploiting amp/phase/pol (VII)
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The previous tag 
comprising loop 

resonators radiates some 
electric field in cross-
polarization, but the 
tag is not intentionally 
designed to work as a 
depolarizing tag. It is 
also possible to design 
a chipless tag which 
converts the electric 
field more efficiently. 
For doing that, an 
asymmetric FSS unit cell has to be employed. A simple 
example is the dipole FSS. Let us suppose having a 
dipole unit cell printed on a grounded dielectric 
slab. When the field is polarized along the dipole, 
a near unity reflection profile is obtained provided 
that the substrate is characterized by small losses. 
The phase is instead characterized by a transition 
through zero. The reflection coefficient is therefore 

+1.  If the impinging field is polarized orthogonally 
to the dipole, a reflection coefficient equal to -1 is 
obtained. If the field is oriented toward phi=45°, the 
field can be decomposed into two identical vertical 
and horizontal vector fields. Since only one of the two 
vector fields is reversed, the reflected polarization is 
purely orthogonal with respect to the impinging one.

A ll the results shown 
for the frequency-

encoded chipless 
RFID tag requires a 
normalization procedure 
for the correct recovery 
of the encoded data. 
More in detail, three 
different measurements 
are required. In the 
first one (S

21
1isol), in 

order to cancel out the 
mutual coupling effect 
between the two ports 
of the antenna and the undesired reflections due to 
multipath propagation, a reference measurement of 
the environment in the absence of the tag has been 
preliminary performed for each polarization. Next, a 
reference measurement of a metallic object of the 

same size of the tag must be performed (S
21

isol). 
Then, the tag response (S

21
tag). can be collected. 

Finally, the normalized measure (S
21

norm) can be 
evaluated and the information can be recovered.

Cross-pol generation77

78 Limitations and current challenges (I)
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The previously 
described procedure, 

based on two or 
three independent 
m e a s u r e m e n t s 
performed on the 
same scenario (tag, 
background, and 
eventually ground 
plane) is not feasible 
in a realistic scenario. 
To cope with this 
limitation, a new encoding/decoding scheme has 
been proposed. It requires two measurements along 
two orthogonal planes of incidence that are further 
elaborated with post-processing algorithms. This 
approach can be carried out in a realistic scenario 
by using a reader with a dual-polarized antenna. To 
exploit the new calibration scheme, it is necessary 
that the tag exhibits a shift in the frequency response 

to the two orthogonally polarized probing waves. 
As it will be clarified later, this condition provides 
sharp peaks in the frequency domain when the two 
orthogonal responses are substracted. This behavior 
can be achieved by asymmetric resonators such as 
rectangular loops or by square loops loaded with 
stubs of different length along the two main planar 
directions.

To define a 
m e a s u r e m e n t 

procedure that does not 
require every time to 
perform three separate 
measurements, we 
take advantage of 
three strategies: 
d u a l - p o l a r i z a t i o n 
interrogation, time 
domain gating, and free-
space antenna response 
subtraction. First of all, 
the information must 
be encoded in the 
difference between the reflection coefficients of the 
tag measured with respect, vertical and horizontal 
polarizations. In this way, the information is associated 
with the differential response instead of the absolute 

value of the backscattered field. The decoding steps 
are summarized in the reported flowchart and the 
effects on the received signals will be illustrated in 
the next slides.

Limitations and current challenges (II)

Limitations and current challenges (III)
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First of all, the tag 
is interrogated 

with a dual-polarized 
antenna and the two 
responses (V and H) are 
collected and stored. 
Next, it is necessary to 
subtract the reflection 
coefficients of the reader 
antenna operating in 
free space (not in the 
operative scenario) 
from the reflection 
coefficients measured 
in the presence of the tag (operative scenario). This 
task must be performed because dual-polarized 
antennas intrinsically exhibit two different reflection 
coefficients at its ports and this difference, if not 
removed, could invalidate the decoding procedure. 

The unloaded reflection coefficients of the antenna 
are independent of the scenario and they can be 
considered as known parameters that can be stored 
and not measured every time we want to read a tag.

In the final step, a time-
domain gating allows 

removing some of the 
harmful effects due to 
the antenna coupling 
and to the multipath 
phenomena. The 
distance from the tag 
is necessary to perform 
this last elaboration 
and it is estimated 
by tracking the first 
structural RCS peak. 

It is important to point 
out the importance of 
the joint application of differential encoding and time 
gating since none of this two strategies, if separately 
applied, can be successful.

 It is also interesting to observe that even after the 
subtraction of the free-space antenna parameters 

and time gating, the V and H signal are not yet 
intelligible. In fact, it is their difference that, thanks 
to the imposed differential encoding, reveals the 
information.

Limitations and current challenges (IV)81

82 Limitations and current challenges VI)
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It could be interesting 
to investigate if a 

chipless RFID tag can 
be transformed into 
a sensor. The sensing 
function can be added 
to a properly designed 
chipless RFID tag by 
exploiting materials 
that are susceptible to 
external environment 
changes such as 
pressure, temperature, 
humidity, and gas 
concentration. The physical basis grounds on the 
capability of chemical interactive materials (CIM) 
of changing their dielectric properties through the 
interaction with target molecules or by environmental 
changes. This change can be advantageously 
exploited to modify the field scattered by a chipless 
RFID tag equipped with a CIM. The observed variation 

of the scattered field (i.e. frequency shift) contains the 
information collected by the sensor. A CIM (Chemical-
Interactive Material) can be added to a chipless RFID 
tag in order to perform sensing or even sensing and 
ID capability. We will consider the case of a CIM that 
changes its own permittivity as a function of the 
relative humidty (RH) to which it is exposed.

If the CIM is directly 
applied to the chipless 

RFID tag and therefore 
there is no air gap in 
between, then the 
observed frequency 
shift is maximum. On 
the contrary, it can 
be proved that even 
a small air gap can 
deteriorate the sensor 
response since it limits 
the amount of shift 
achieved with the permittivity change of the CIM. 

To this aim, in order to avoid any possible air gap 
between the resonators comprising the chipless RFID 
and the CIM, the periodic structure has been directly 
printed on the sensing material. More in detail, a 

silver nanoparticle ink has been used to print the 
resonators on photographic paper by using standard 
desktop printer. This film has then been applied to a 
grounded cardboard support.

Chipless RFID sensor based on HIS (I)

Chipless RFID sensor based on HIS (II)
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To assess the change in 
the electromagnetic 

response of the tag 
as a function of the 
level of humidity of 
the environment, 
a high number of 
measurements is 
required. Therefore, it 
is important to use a 
reliable and controllable 
setup that allows an 
automatic testing of the sensor during a certain 
interval of time. A prototype of a humidity-controlled 
chamber has been realized. A dual-polarized horn 
antenna is placed in front of the sensor, both inside 
the small chamber. A vector network analyzer (VNA) 
is connected to a laptop via an USB cable. The 

electromagnetic response of the tag is measured at 
the desired time intervals by using a Matlab code. 
At the same time, it is possible to regulate the level 
of humidity inside the box with a feedback control 
system control. 

This system is able to 
automatically control 

the RH level inside 
the box according to a 
humidity profile chosen 
by the user. During the 
RH-controlled cycle, 
the electromagnetic 
response of the chipless 
tag is collected at 
the predetermined 
time steps. Next, the 
collected EM signal is correlated to the RH level with 
a post-processing algorithm. In fact, in order to assess 
the sensitivity of the chipless sensor, it is necessary to 
correlate the position of the resonance peaks to the 
RH level. To perform this task, the frequency response 
of the tag was monitored when the RH level within 
the climate chamber was changed from 60% to 
90% and back in steps of 10%. To test the moisture 
absorption time of the tag, each humidity level was 
kept constant for 15 minutes. With the aim of better 

displaying the shift of the resonance peaks with the 
variation of the RH level, one of the resonant peaks 
has been plotted as a function of the observation 
time, together with the variation of the RH level. It 
is evident that in correspondence to a rapid variation 
of the RH curve, the resonance frequency varies 
rapidly, whereas it is almost constant when the RH 
level is constant. In addition, these graphs confirm 
that the moisture absorption of the tag is a reversible 
phenomenon.

Chipless RFID sensor based on HIS (III)85

86 Chipless RFID sensor based on HIS (IV)
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In this chapter, near-field antennas for short-range identification and communication 
systems are described. Specifically, ultra-high frequency (UHF) (840–960 MHz) near-

field (NF) Radio Frequency Identification (RFID) systems have attracted increasing 
attention because of the possibility of achieving much higher reading speeds and 
capability to detect a larger number of tags (bulk reading). A UHF NF RFID system is a 
valuable solution to implement a reliable short-range wireless link (up to a few tens 
of centimeters) for ILT applications. Since the tags can be made smaller, RFID-based 
applications can be extended to extremely small items (e.g., retail apparel, jewelry, 
drugs, rented apparel) as well as to successful implementations of RFID-based storage 
spaces, smart conveyor belts, and shopping carts. This course aims at introducing the 
RFID technology, focusing on near-field systems and applications. A detailed overview 
of ad hoc NF reader antennas is proposed, highlighting their main characteristics and 
achievable performance. The future trends of these systems are also discussed together 
with their potentialities and advantages.
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Agenda1

2

•	 Overview on UHF RFID Near-field Systems

•	 State of the Art on Near-field antennas
•	 Loop-like antennas
•	 Traveling Wave Antennas
•	 Resonating Antennas

•	 Reconfigurable Near-field UHF RFID Antennas
•	 Modular Antenna Concept
•	 Example of reconfigurable Near-field UHF RFID antennas

•	 Conclusion and Future trends

In this short course, near-field antennas for short-
range identification and communication systems are 

described, highlighting their main characteristics and 
achievable performance.

After a brief overview on UHF RFID Near-field 

systems and their applications, a detailed state-of-the-
art review is discussed.  Furthermore, reconfigurable 
near-field antennas are introduced, showing two 
examples. Finally, conclusions are drawn, focusing on 
future trends of this kind of applications.

A UHF NF RFID system 
is a valuable solution 

to implement a reliable 
short-range wireless 
link (up to a few tens of 
cm) Item Level Tagging 
(ILT) applications. Since 
the tags can be made 
smaller, RFID-based 
applications can be 
extended to extremely 
small items (retail 
apparel, jewelry, drugs, 
rented apparel), as 
well as to a successful 
implementation of RFID-based storage spaces, smart 
conveyor belts, and shopping carts.

A continuous effort has been made by researchers 
to improve the performance of the UHF NF RFID 
systems. In this context, ad-hoc NF reader antennas 

have been investigated to enhance the UHF NF 
RFID system performance, while confining the 
electromagnetic field in an assigned limited volume 
close to the reader antenna.

Reactive near-field RFID systems (I)

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 162

RIVER ETfIoT BOOK P1.indb   162 16/7/18   9:18



3

RFID systems are employed in a large number 
of applications. Specifically, near-field UHF RFID 

systems are typically used in Item-Level Tagging 
applications in pharmaceutical and retailing industry. 
To initialize a tag, specific devices are used, named 
printer encoders. The RFID printer-encoder represents a 

specific scenario in which near-field coupling between 
reader and transponder antennas is involved. The RFID 
printer-encoder manages smart labels composed of 
barcode and human-readable text (typically printed on 
paper or plastic substrates), combined with a UHF-RFID 
transponder that has to be encoded.

Near-field RFID systems are also used to create Smart Shelves, Smart Point Reader, Smart Drawers.

Reactive near-field RFID systems (II)

Near-field UHF RFID systems4
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A UHF NF RFID reader 
antenna is required 

to generate an as 
uniform/strong field 
distribution as possible in 
a confined interrogation 
zone to avoid tag 
detection failures. The 
required read range 
can vary from a few 
millimeters up to a few 
tens of centimeters, with 
an assigned reading rate, such as 100%. Moreover, 
the vector magnetic/electric field has not to exhibit 
a dominant component, as in most applications, the 
tag orientation with respect to the reader antenna is 
unknown. Besides the issues of shape and size of the 
interrogation zone, field intensity, and distribution, 
a UHF NF reader antenna should be cost-effective 
and easy for system implementation as well. For 

example, the antenna for an RFID smart-shelf should 
be easily adaptable to different shelf sizes and types, 
and the field distribution must be controlled carefully 
to suppress the interference between the antennas 
in adjacent tiers of the shelves. Furthermore, the 
antenna for UHF NF RFID readers is usually required 
to be planar and low-profile design with smaller 
thickness as well.

Antennas that 
are suitable 

to implement an 
interrogation zone with 
surface area greater than 
λ/2× λ/2 (λ being the 
free-space wavelength 
at UHF band) can be 
categorized as follows:
•	 Loop antennas, such 

as segmented loop 
antennas and multi-
loop antennas;

•	 Leaky transmission-line antennas, based on 
microstrip, coplanar waveguide (CPW), or coplanar 
stripline (CPS) technology; 

•	 Resonant antennas and arrays, such as patches, 
slots, slotted patches, as well as arrays of above 
antennas. 

Proper combinations of different antenna 
typologies have also been proposed to make a 
reader antenna suitable for both near-field and far-
field applications. That is, the antenna is able to 
generate a strong and uniform field in proximity of 
its surface, while offer, a non-negligible far-field gain 
for farther tag detection.

Antenna Requirements5

6 Different kinds of near-field RFID Antennas
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S ingle- and multi-
turn solid-line loop 

antennas are most 
commonly used in HF 
RFID readers because of 
their ability to generate 
strong magnetic field. 
However, at UHF band, 
a physically large loop 
required to offer an 
extended interrogation 
zone exhibits a weak 
field in its central portion, 
since the current along 
the loop experiences 
phase inversions and current nulls. Some loops made 
of segmented lines (named as segmented loops) 
have been presented, where the current is kept 

almost constant and in-phase along the loop, even 
though the loop perimeter is larger than λ.

Several techniques 
have been presented 

to design electrically 
large segmented 
loop antennas for 
generating a strong and 
uniform magnetic field 
distribution. Specifically, 
segmented loops can 
be configured by using 
segment lines with 
lumped capacitive 
elements, distributed 
capacitors, or coupled 
lines, dash lines, or embedding phase-shifters into 
solid-line loop. Moreover, a segmented loop can also 

be configured by using dual dipoles or dual open 
loops.

Loop Antennas (I)

Loop Antennas (II)

7

8
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Resonant antennas are characterized by a quite 
high gain and their size is strictly related to the 

operating frequency (i.e. a square patch usually fits 
an area of λg/2×λg/2). Miniaturization techniques 
have been employed to reduce the antenna size, 

allowing the radiating element to be embedded 
in commercial UHF RFID readers. To cover large 
detection areas with resonant antennas, an 
antenna array is a mandatory solution.

Two closely spaced oppositely directed (i.e. out-of-
phase) currents (ODCs) are able to generate a strong 

and uniform magnetic near field over a relatively 
large detection region, in particular, for the H-field 
component perpendicular to the antenna surface. 

It is worth noting that for antennas based on 
the ODCs concept, the magnetic field component 

perpendicular to the antenna surface may experience 
dead zones since the magnetic field right above the 
current is in parallel with the antenna surface. Thus, 
two elements are put together in an interleaved 
configuration and fed with different phases, so that 
the dead zones change position and distribution.

Resonant antennas and arrays9

10 Oppositely directed Currents (ODCs)
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Leaky transmission-line antenna is another type 
of antenna which has been intensively studied 

for UHF NF RFID readers. The transmission line 
can be terminated with either a matched load 
(traveling wave current distribution) or a resistive 
load that can be varied to control the amount of 
energy of the reflected wave (stationary wave 
current pattern). Different transmission lines have 
been exploited to design the leaky transmission 

line antenna: microstrip, Coplanar Stripline, CPS, and 
Coplanar Waveguide, CPW. If the transmission line is 
terminated with a matched load, the latter usually 
absorbs most of the reader output power, so that a 
low far-field gain is naturally obtained. Moreover, 
the losses result in a larger impedance bandwidth 
and make the input impedance matching less 
sensitive to the presence of the tagged items in the 
antenna near-field region. 

Transmission Line (TL) Antennas (I)11

Transmission Line (TL) Antennas (II)12

Near-Field Focused Antennas for Short-Range Identification and Communication Systems167

RIVER ETfIoT BOOK P1.indb   167 16/7/18   9:18



In a microstrip line, the field-force lines are such 
that the region with the strongest electromagnetic 

field intensity is concentrated inside the dielectric 
substrate, between the printed line and the ground 
plane. Conversely, using a CPW it is possible to 
increase field intensity outside the dielectric because 
a strong electromagnetic field is generated into the 

two slots between the internal conductor and the 
lateral ground planes. Thus, the electromagnetic field 
above a CPW line is expected to be stronger than the 
field above a microstrip line, at the same operative 
feeding conditions, and this can improve the antenna 
performance in near-field applications.

To increase the field intensity above the antenna 
surface, a high characteristic impedance CPW line 

is designed. The meandered line is terminated with 
a matched load. The need for a matched load is 
twofold: it allows a traveling wave with no-stationary 
wave field distribution along the transmission line, 
and also reduces the antenna efficiency. Indeed, low 
efficiency diminishes the far-field antenna gain, which 
is mandatory to avoid tag cross readings outside 
the assigned reader interrogation zone. Moreover, 
a Traveling Wave Antennas array can be designed, 
getting a confined and uniform field distribution 

close to the antenna (up to few centimeters), where 
tagged items are supposed to lie on. In particular, 
the presence of 2×2 radiating elements allows 
maximizing both electric and magnetic fields within 
a confined volume above the reader antenna surface 
(10 cm), reducing the false positives issue in the item 
level tagging applications (e.g. smart point readers). 
The meandered layout of each radiating element 
allows exciting field components in all directions, 
making the tag detection almost independent on the 
particular tag orientation.

12

13 Antenna layouts and prototypes
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The meanders number 
has been set in order 

to fully cover the tag 
detection area, keeping 
constant the distance 
(D) among them, along 
both the x-axis and 
the y-axis. The overall 
CPW line length results 
longer than 10 λg (λg 

being the CPW-guided 
wavelength). The length 
of a couple of meanders 
corresponds to around 
one CPW-guided wavelength (as apparent in the 
pictures where simulated results for the surface 
current are shown for a particular phase value, at 
900 MHz).

Moreover, a minimum distance between two 
adjacent meanders (D) was guaranteed in order 
to limit mutual coupling effects that complicate 
achieving a wideband impedance matching.

To limit the antenna 
thickness, in 

agreement with typical 
aesthetic specifications 
for desktop readers, 
the metallic reflector 
is placed at a distance 
of only 10 mm from 
the FR4 laminate. It 
has been verified that 
the presence of such 
a metallic reflector 
does not complicate 
impedance matching, 
even if it is very close to the CPW line (less than around 
λ/30, λ being the free-space wavelength). Since the 
proposed antenna is a non-resonating structure, it is 
robust to the presence of the reflector plane as well as 
to the dielectric and mechanical tolerances, which are 
attractive features for a simple and cheap production 
process.

In the HF band, most of the tags are loop-like tags 

that require a magnetic coupling mechanism. On the 
other hand, in the NF UHF-RFID systems, both electric 
and magnetic coupling, are important, since both 
dipole-like and loop-like tags may be used. Since 
at UHF band it is expected that the homogeneity of 
the electric field also implies the homogeneity of the 
magnetic field, simulation results only for the magnetic 
field behavior are considered in the following.

Transmission Line (TL) Antennas (I)

Transmission Line (TL) Antennas (II)

14

15

Near-Field Focused Antennas for Short-Range Identification and Communication Systems169

RIVER ETfIoT BOOK P1.indb   169 16/7/18   9:18



Each of the four 
meandered CPW lines 

of the array is connected 
through a transition to 
a microstrip feeding 
line realized in the 
bottom FR-4 substrate. 
A detailed description 
of the microstrip to 
CPW transition can be 
found in the literature. 
Furthermore, since 
the reader antenna 
performance could be 
affected by the particular desk material, a 275 × 135 
mm2 reflector plane (not electrically connected to the 
antenna) has been placed very close to the bottom of 

the antenna substrate (about 10 mm of distance). The 
measured antenna reflection coefficient is shown, and 
it is below -14 dB in the entire UHF RFID band.

In order to evaluate 
the performance in 

a real scenario, the 
proposed antenna has 
been integrated into 
a commercial desktop 
reader and read range 
tests have been carried 
out. In this test, the 
UH414 (Lab-ID) tag has 
been chosen, and the 
antenna surface (275 
× 135 mm2) has been 
subdivided into 4×9 
square cells. The detection tests have been repeated 
in each cell by varying the distance of the tag from the 
antenna surface, setting the input power to 23 dBm. 
The results are shown for two orthogonal orientations 
of the tag. Since the meandered lines cover almost the 
entire available area (275 × 135 mm2), the tag is read in 
any location and orientation when it lies directly above 
the antenna surface. By increasing the tag distance 

from the antenna surface, the UH414 tag has been 
mainly detected in the central area of the TWAs array, 
as expected from the simulated field distributions. 
Moreover, the tag detection is only slightly dependent 
on the particular orientation. Finally, such tag detection 
tests show that the read range is limited up to 10 cm, 
so avoiding false positives readings in the desired 
detection volume.

TWA Array – Prototype and measured results16

17 Measured tag detection
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The performance of a 
near-field UHF RFID 

antenna must be also 
assessed in terms of 
read range. In particular, 
the average percentage 
of the whole area 
(275×135 mm2) in which 
the tags can be detected 
is obtained by varying 
the distance from the 
antenna surface. The 
reader input power is 
set to 23dBm (200mW). 
It should be noted that the tag readability strictly 
depends on the particular tag and its sensitivity to 
the direction of the incoming electromagnetic wave. 
With only 23dBm of input power, the short-range and 
long-range tags could be read on about 60% of the 

considered area up to 10cm and 55cm, respectively. 
It suggests that, depending on the considered tag, 
such an antenna could be easily exploited for different 
applications, such as smart shelves (short-range tag) 
or Item Level Tagging (long-range tag).

Another interesting 
test to be performed 

with a near-field 
antenna is the detection 
of UHF RFID tags 
arranged in a stacked 
configuration. In the 
example shown here, 
20 LABID UH414 tags 
have been placed in a 
stacked configuration at 
a distance of 1 cm from 
each other, up to an 
overall height of 20 cm 
(tags are separated by a foam layer). The lower tag 
has been placed directly on the case surface.  With a 
reader output power of 23dBm, tags can be detected 
up to 11-12cm. It is worth noting that in general 

the presence of close UHF RFID tags has an effect 
on the read range. Moreover, due to the presence of 
items made of different materials, the read range of 
stacked tags could be significantly deteriorated.

System-level performance

Stacked Tag Read Range

18

19
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A possible choice for 
Near-field UHF RFID 

antenna consists in the 
combination of two 
antenna modules used 
to separately match 
specifications in the 
two regions of interest, 
namely the radiative 
and reactive near-field 
regions. The first module 
is a TWA (namely, a 
transmission line designed to increase the field on 
the antenna surface with respect to a conventional 
low losses microstrip or CPW transmission line). 
A spiral or a meandered structure is preferred to 
uniformly distribute the EM energy among all 
the field components. The TWA module has to be 
located in the middle of the reader antenna surface, 
which represents a premium location since it is the 
region where a tagged item is more likely to be 

located. The region surrounding the TWA antenna 
can be used to place one or two resonating antennas 
that are supposed to cover the radiative near-field 
region with a circularly polarized field. Since most 
of the antenna surface has to be devoted to the 
TWA antenna, resonating antenna module has to 
be realized with miniaturized antennas. It is worth 
noting that the miniaturization helps to meet the 
requirement on low antenna gain.

A possible implemen-
tation of the Mod-

ular Antenna concept 
is shown here. Specifi-
cally, a 50Ω coaxial ca-
ble, placed close to the 
antenna center, feeds a 
spiral-shaped microstrip 
TWA printed on a ground-
ed 1.6 mm-thick FR4 die-
lectric substrate (ɛr=4.4, 
tanδ= 0.025). By means of a switch, the TWA can be 
series connected to either a planar array of two minia-
turized circularly polarised (CP) square patches Modular 
Antenna configuration) or a matched load (Spiral TWA 
configuration). An ideal switch has been considered in 
the numerical simulations, without taking into account 
insertion or isolation losses. In detail, for the modular 
antenna configuration, the spiral TWA is directly con-

nected to the patch array through a 3 dB power divider. 
On the other hand, for the spiral TWA configuration, the 
TWA is ended on a 50Ω resistor. It is worth noting that 
the replacement of that switch with a variable power 
divider would allow for a further degree of freedom to 
dynamically size and shape the reader detection vol-
ume, in addition to the power control that is already 
available in any commercial reader. 

Modular antenna (I)20

21 Modular antenna (II)
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The whole antenna 
size is 275 mm × 

135 mm, which can fit 
into commercial RFID 
reader cases. The spiral-
shaped TWA overall 
length slightly affects 
the system performance 
since, in the modular 
antenna configuration, 
the spiral performs as a 
lossy transmission line 
feeding the resonating 
antenna. That is, if it is 
ended on a matched load, a stationary (non-uniform) 
current distribution as well as low-field minima are 
avoided on the antenna surface.  The simulated and 
measured reflection coefficient in case of Modular 
Antenna are less than -10dB in the operative 

frequency band. The simulated gain of the Modular 
Antenna configuration is -5dB, while in case of Spiral 
TWA, it is definitely lower (less than -12dB), since the 
antenna should confine the e.m. field in proximity of 
the antenna surface.

An important 
parameter to 

consider in the 
simulated analysis is the 
electric and magnetic 
field distributions on 
transverse planes. In 
particular, the Modular 
Antenna radiates a 
field whose amplitude 
decreases slowly, due 
to the presence of the 
miniaturized circularly 
polarized resonating 
patches. This is 
particularly useful when 
multiple tagged items are stacked on the reader 
surface. On the other hand, the field generated by 
the Spiral TWA configuration is characterized by 

a higher decay rate, so that the fields are strictly 
confined close to the antenna surface.

Modular antenna (III)

Near-field distribution

22

23
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System-level antenna 
performance is 

needed to validate the 
design and simulated 
analysis. As shown 
in these plots, a UHF 
RFID tag (namely Inlay 
UH414 LabID) can be 
read at any tag position 
and orientation on the 
reader surface. Also, 
a tag can be detected 
up to 10cm when 
considering the Spiral 
TWA Configuration, 
independently on the specific tag orientation. On 
the other hand, by using the Modular Antenna 

Configuration, the read range can be extended up to 
60cm (radiative near-field region).

The stronger electric 
and magnetic fields 

generated by the 
antenna operating in 
the Modular Antenna 
Configuration allow 
the detection of tags 
placed in a stacked 
configuration. In this 
example, 11 LabID 
UH414 tags have been 
placed in a stacked 
configuration at a 
distance of 2cm from 
each other, up to an 
overall height of 20cm. 
The tests demonstrate that multiple tags can be 
simultaneously read independently on their position 
and orientation. This is specifically due to the presence 

of the circularly polarized radiating patch directly fed 
through the spiral transmission line. 

System-level antenna performance24

25 Stacked tag readability
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Besides reading capability, the antenna writing 
capability has to be also considered since a larger 

amount of radiated energy is here required at the tag 
side. In the proposed modular antenna, a traveling 

wave antenna configuration can be realized by adding 
a switch to end the spiral transmission line on a 
matched load. Thus, the electromagnetic field in the 
reader central area is maximized just on its surface.

The Spiral TWA Configuration allows to get the area 
of successful writing concentrated at the antenna 

center, and only one attempt is required to initialize 
the tag for any tag orientation. This is the best 

configuration for tag writing operations, where the 
only tag that has to be read is most likely placed at 
the reader antenna center.

A multi-function antenna

Writing tests

26

27
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Another example of reconfigurable antenna 
for near-field UHF RFID applications is here 

shown. Specifically, a traveling wave antenna is 
combined with resonating antennas, which share 
the surface of the desktop reader antenna. When 
the TWA antenna ends on a matched load (Spiral 
TWA Configuration), strong and uniform electric 
and magnetic fields up to a few centimeters from 
the antenna surface (near-field reactive region) 
are generated. In the proposed layout, the TWA is 
represented by a spiral microstrip line in order to 
distribute the electromagnetic (EM) energy among 
all the field components, which is important to 
guarantee the detection of tags arbitrarily oriented 
with respect to the reader antenna. Alternatively, 
the spiral microstrip line can feed a resonating 
antenna or an array of resonating antennas 

(Modular Antenna Configuration), so covering 
the radiative near-field region up to a few tens of 
centimeters from the antenna surface, yet radiating 
a relatively low field in the antenna far-field region 
as required by antennas for desktop readers. The 
resonating antenna element is represented by an 
array of four curved slot antennas which share 
the TWA aperture (aperture-shared antenna 
configuration). The slots are 90-degree-rotated 
with respect to the antenna center, and they are 
fed by the microstrip transmission line through 
a matching/delay network. Such a network is 
responsible for feeding each radiating element with 
currents exhibiting the same amplitude but with a 
90-degree phase difference, so implementing the 
sequential rotation feeding technique and achieving 
a circularly polarized radiated field.

An absorptive RF switch is added to the end of the 
spiral microstrip line, and it is used to enable the 

proper antenna operating mode on the basis of the 
specific scenario. It is worth noting that by activating 
the proper radiating element, the field distribution 
generated by the Reconfigurable Modular Antenna 
changes, giving different system performance without 

increasing the reader output power level. In particular, 
the Spiral TWA Configuration is suitable especially for 
writing operations, where a higher field intensity is 
required. On the other hand, by activating the Modular 
Antenna Configuration, it is possible to improve the 
tag detection up to few decimeters from the antenna 
surface, even in the presence of stacks of tags.

Reconfigurable Modular Antenna Layout28

29 Two States of the Reconfigurable Antenna
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A prototype has 
been fabricated by 

using the fabrication 
facilities available at the 
University of Oviedo, 
Spain. A 3V battery is 
used to feed the RF 
switch (VDD) and to 
control the switch and 
select the antenna 
configuration. The 
RF switch has been 
integrated at the bottom 
of the FR-4 substrate.

The simulated and 
measured reflection 
coefficient is shown as a function of the frequency, 
for both the Spiral TWA Configuration and Modular 
Antenna Configuration. To limit the power reflected 
toward the reader RF front-end, in near-field UHF-
RFID applications, the reflection coefficient is usually 

required to assume values lower than -14dB. 
Simulated and measured results show that such a 
requirement is satisfied by the proposed layout in a 
frequency band larger than the standard UHF RFID 
ETSI band (865-868 MHz), for both operating modes.

Modular Antenna Prototype

29

30
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A near-field measurement system has been 
used to measure the electric field generated 

by the radiating element at a distance of 5cm and 
10cm. As shown in the pictures reported here, the 

simulated and measured electric field normalized 
distribution are in a quiet good agreement, with 
a maximum field value in correspondence of the 
antenna central area.

The proposed Reconfigurable Modular Antenna has 
been connected to a commercial UHF RFID reader 

(CAEN RFID Ion, Model R4301P) to carry out system 
level measurements in terms of reading range and 
tag detection. An 8×8 3-cm-square cells grid has 

been drawn on a cardboard sheet and aligned to 
the antenna center, at a fixed distance from the 
antenna surface. Then, a LAB-ID Inlay UH100 tag was 
placed in correspondence of each cell, with a specific 
orientation with respect to the radiating element.

Electric field components at 865 MHz31

32 Tag detection measurement setup
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As a result, when 
the Spiral TWA 

Configuration is enabled, 
the generated field is 
confined close to the 
antenna surface, and the 
tag detection is limited 
up to around 10cm. By 
switching to the Modular 
Antenna Configuration, 
the reading range 
extends up to 70cm. It 
is worth noting that all 
the measurements have 
been performed with 20dBm reader output power. 
Thus, the different reading range is only due to the 

changed field shape generated by the two antenna 
configuration.

As a conclusion, antennas for near-field UHF RFID 
readers must be compact and low-profile, but 

at the same time, they must be easily integrated 
in reader cases with different size and shape. Thus, 
the radiating element is required to be as modular 
as possible to be easily adapted to the operative 
scenario. For this reason, reconfigurable antennas are 

being investigated, so that the performance of a UHF 
RFID can be maximized. In this context, future trends 
are represented by reconfigurable antennas capable 
of selectively maximizing the electric or magnetic 
field, or able to adaptively shape the reading range 
and detection volume size on the basis of the 
operative scenario or tags. 

System-Level Performance

Future trend

33

34
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Power dissipation represents one of the most relevant issues in the development 
of new electronic systems, both because it has effectively halted the increase in 

clock frequency in processors and because it represents the main limitation for the 
implementation of autonomous IoT devices, such as smart dust. It is indeed relatively 
easy to miniaturize all the electronics needed, e.g., for a sensor, but it is not as easy to 
scale down in size a battery capable of keeping the device working for months or years. 

On the other hand, novel materials and their properties are essential to improve the 
performance of existing devices or to introduce new device concepts. Some of the most 
important breakthroughs in the history of electronics and information technology can 
be traced back to the introduction of specific material systems.

In this chapter, we will discuss ultra-low-power operation of electronic systems 
suitable for IoT applications as well as the opportunities afforded by novel materials 
for RF circuits and millimeter-wave antennas. In particular, we will first focus on the 
limitations to information processing power resulting from power dissipation and on 
the fundamental limits for computation. We will then cover a few examples of devices, 
circuits, and systems designed to achieve ultra-low-power operation.  

After a brief introduction on the main properties of graphene, we will discuss its 
application for millimeter wave antennas, specifically pointing out the advantage 
resulting from the reduced electrical length in the presence of surface plasmon 
polariton propagation. Also a few proposed applications of graphene to active devices 
(RF transistors) and electrically tunable delay lines will be introduced.
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We first introduce the concept of three-terminal 
device, which has represented the fundamental 

building block of electronic circuits since the invention 
of the vacuum triode (and existed even previously 
in the form of the electromechanical relay). We 
list the basic properties for a useful three-terminal 

device that were formulated by Robert Keyes at IBM 
in the 1970s. The lack of some of these properties 
convinced Keyes that many new technologies that 
were being proposed at that time, such as logic 
based on tunnel diodes were indeed not competitive 
with classical silicon transistors. 

In this lecture, we will first discuss the problem of 
power consumption in IoT applications and on the 

device, circuit, and architecture solutions that can be 
adopted to minimize it. We will also look into the 
thorny  issue of the minimum energy requirements 

for computation, which set a fundamental limit to 
the performance of digital circuits. Then, we will 
move on to the discussion of the advantages that 
novel materials, such as graphene, can offer in the 
implementation of RF circuits.

Three-terminal devices

The problem of power consumption

2
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The principle of operation of the Field Effect 
Transistor (FET) was first conceived by Julius 

Lilienfeld in 1930, but at the time the technology 
was not mature to achieve a working device, which 
was then developed (on the basis of a different and 

improved design) in 1950 in the form of a Junction 
Field Effect Transistor (JFET) and in 1959 in the 
form of the Metal-Oxide-Semiconductor Field Effect 
Transistor (MOSFET), which is currently the workhorse 
of the electronic industry.

The first solid-state three-terminal device was the 
bipolar transistor, developed in 1948 as a result of the 

work by Bardeen, Brattain and Shockley. Its principle of 
operation consists in the injection of minority carriers 
into the base from the emitter and in the modulation 

of such a current (which for the most part reaches the 
collector as a result of the thickness of the base being 
much smaller than the minority carrier recombination 
length) via the much smaller recombination current 
flowing through the base electrode.  

Field Effect Transistor

Bipolar Junction Transistor

4
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Unfortunately real-life scaling is not ideal Dennard 
scaling, and, while the number of transistors on 

a single chip has kept on increasing according to 
Moore’s law (currently there are up to a few tens 
of billions of transistors on a single chip), power 

dissipation per unit area has increased significantly, 
mainly as a result of the impossibility of scaling down 
the supply voltage proportionally to the physical 
dimensions of the transistors (generalized scaling vs. 
constant field scaling).

The power dissipated by a classical CMOS gate is 
approximately proportional to the clock frequency, 

since it is mainly just dynamic power, i.e. power 
dissipated when a switching event occurs.

With the latest ultra-scaled devices, also static 

power dissipation plays a role, but the proportionality 
between speed and dynamic power dissipation still 
holds and represents one of the main limitations to 
achieving faster circuits.

Scaling and power dissipation (I)

Power dissipated by devices

6
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From the plot of the speedup vs. number of cores 
it is possible to see that, as the number of cores 

is increased above 1/B, the speedup starts growing 
more slowly and finally levels off at 1/B.

Thus, increasing the number of cores is definitely 
not as good as increasing the clock speed, in terms 
of running generic algorithms.

In 2004, clock frequency stopped increasing: this 
was a major setback in the otherwise constant 

evolution of computing power that was experienced 
up to then.

The only alternative microprocessor manufacturers 
saw was the development of multi-core chips to 
make low-cost parallel computing possible.

Amdahl’s law

Scaling and power dissipation (II)

8
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Let us focus on the subthreshold behavior of MOS 
transistors, in particular on the dependence of the 

drain current on the gate voltage, when this is below 
the threshold voltage.

Such a dependence is exponential because of the 

Fermi-Dirac distribution of the electron energies
As the difference between the top of the source-

drain potential barrier and the Fermi level in the 
source is reduced, there is an exponentially larger 
number of electrons available for conduction.

Generalized scaling, resulting from the 
impossibility of scaling down the power supply 

voltage proportionally to the geometrical sizes leads 
to increased power dissipation per unit area. 

Besides the need to keep a large enough Ion/Ioff 
ratio, the power supply voltage cannot be reduced 

too much if a reasonable signal-to-noise ratio must 
be preserved. 

Furthermore, standard values of the power supply 
voltage must be kept across a number of new device 
generations in order to warrant interoperability.

MOS transistor transfer characteristic

Nonideal scaling

10
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Performing some simple algebra and including the 
expression for the drain current as a function of 

gate voltage, we obtain an expression that can easily 
be further manipulated.

The slope (or more precisely its reciprocal) of the 
drain current vs. gate voltage below threshold in 

a semilogarithmic scale is known as “subthreshold 
slope”.

It can be derived considering the dependence of 
the current on the surface potential at the silicon-

oxide interface. 
The actual surface potential is a function of the 

applied gate voltage, as a result of the capacitive 
partition between the oxide capacitance and the 
depletion capacitance. The ratio of the gate voltage 
to the surface potential is usually indicated with m.

Subthreshold slope (II)

Subthreshold slope (I)

12
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In the perspective of reducing the power supply 
voltage and thus the power dissipation, It would be 

extremely important to raise the subthreshold slope 
beyond the mentioned limit. 

Operation below room temperature is impractical 
and there is no interest from the industry, due to 
the complexity and energy requirements of cooling 
systems.

A narrow peaked energy distribution can be 
achieved not only as a result of a low temperature 
but also through the action of a narrow-band energy 
filter, which can be obtained, for example, with a 
Fabry-Perot filter implemented with a semiconductor 
heterostructure. However, this approach is impractical 
because it would involve a rather complex fabrication 
process.

This expression tells us that the subthreshold slope 
cannot go beyond 60~mV, even for a surface 

potential identical to the gate potential (in the limit 
of depletion capacitance negligible with respect to 
the oxide capacitance).

Thus, to achieve a current variation of 4 decades 
(the minimum value considered acceptable for logic 
architectures) a gate voltage variation of at least 240 
mV is necessary, which means that the power supply 
voltage must be larger than 240 mV. 

Ways to overcome the subthreshold  
slope limitation

Subthreshold slope (III)

14
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The tunnel FET consists, in its n-channel 
implementation, of a junction between a p+ 

region (source) and an n+ region (channel and drain). 
The high doping leads to a very thin depletion 

region and to a band alignment such that filled states 
in the conduction band of the p+ region face empty 
states in the conduction band of the n+ region, thus 
leading to Zener (interband) tunneling.

Another way of getting around the physical 
limitation for the subthreshold slope is that 

of implementing a transistor whose operation is 
based on some novel physical effect, instead of the 
traditional field effect.

An example is the tunnel FET, which is based on 

interband tunneling and is in principle implementable 
without too many technological difficulties.

Due to the novel operating principle, the power 
supply voltage can, at least in principle, be reduced 
well below 240 mV.

Tunnel FET operation (I)

Tunnel FET concept
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We obtain an expression for the tunnel current 
that is also a function of ξ, the electric field in 

the depletion region and V
R
, i.e. the built-in potential. 

From this, we can compute the subthreshold slope for 
the TFET following the same steps we have already 
considered for the MOS transistor.

It is possible to derive an analytical expression for 
the interband tunneling current.

A possible derivation exploits a few approximations 
and is based on considering a triangular shape for the 
tunnel barrier.

The tunnel current is then evaluated exploiting the 
WKB (Wentzel-Kramer-Brillouin) approximation.

Since the considered tunneling effect occurs 
between the valence band on one side and the 
conduction band on the other side, an  effective 
tunneling mass is considered, which is the “parallel” 
of the effective masses for the electrons and holes.

The bands are assumed to be parabolic.

Tunnel FET operation (III)

Tunnel FET operation (II)

18
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Tunnel FETs can have either an n channel or a p 
channel: the p-channel version has semiconductor 

regions with the opposite doping with respect to the 
n-channel version.

From the expression for the subthreshold slope 
for the TFET, we see that there is no fundamental 

limitation such as that observed for the Field Effect 
Transistors. 

Particular geometries can be designed to achieve 
the best possible alignment of the gate field with the 
junction field, in order to maximize the second term 
in the expression of the subthreshold slope. 

Tunnel FET operation (V)

Tunnel FET operation (IV)
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This table lists the main parameters of 
experimentally fabricated TFETs in comparison 

with a MOSFET that represented the state of the art 
9-10 years ago.

It is apparent that for comparable device sizes, 
the TFET allows a significantly smaller power supply 
voltage, which implies an important reduction 

in power dissipation (the power dissipation is 
proportional to the square of the power supply 
voltage and directly proportional to the capacitance 
which stays more or less constant). The on current is 
instead smaller for the TFET, which implies that it will 
be slower (in charging the load capacitance) with 
respect to traditional MOSFETs.

Specific geometries can be introduced in the 
fabrication of tunnel FETs, in order to achieve the 

best possible subthreshold slope, on the basis of the 
expression that we have previously seen.

Tunnel FET implementation (I)

Tunnel FET operation (VI)
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U ltra-low-power operation can be achieved not 
only with new devices but also with innovative 

architectures: one example is represented by the 
adiabatic CMOS logic, in which a properly devised 

approach to capacitor charging and discharging 
allows an important reduction in power dissipation 
per switching event.

Overall, some interesting results have been 
achieved, but the TFET technology does not 

appear to be ready for industrial application, also 
because the improvement in the subthreshold slope 
achieved so far is not as impressive as one would 

expect. In the mean time, other approaches to the 
increase of the subthreshold slope, such as the 
introduction of ferroelectric dielectric materials, have 
been proposed and are being investigated.

Adiabatic CMOS logic (I)

Tunnel FET implementation (II)
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A fully adiabatic logic also involves reversibility, i.e. 
the preservation of all the information needed 

to retrieve, at any stage, the initial data of the 
computation. 

The reason for such a reversibility requirement will 
be clearer later when we will discuss the Bennet-
Landauer principle on the limits of computation.

In order to reduce the amount of energy dissipated 
during capacitor charging, the voltage of the 

external source must track that of the capacitor: this 
is the adiabatic charging, i.e. a charging procedure 
that takes place in a quasi-equilibrium condition.

For an ideal adiabatic charging, the voltage drop 

across the resistor should be vanishingly small. 
The slower the charging, the smaller the power 

dissipation will be. Adiabatic logic is thus suitable for 
applications in which power saving is essential, but 
speed is not a primary requirement.

Adiabatic CMOS logic (III)

Adiabatic CMOS logic (II)
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The requirements of adiabatic operation can be 
summarized into two simple rules expressing 

the concept that during the switching process each 
transistor must not undergo sudden changes of the 
drain current or of the drain-source voltage drop.

The dissipated power decreases quadratically with 
decreasing clock frequency and, if the operation is 
made fully reversible, then it can asymptotically drop 
down to zero.

Within the Split-level Charge Recovery Logic 
approach, it is possible to implement logic 

gates that can switch dissipating an arbitrarily small 
amount of energy, as long as slow enough operation 
is accepted.

The result of the operation is transferred to the 
following gate only when a well-defined logical 
value has been reached at the output, through 
gradual activation of the power supply rails.

Adiabatic MOS

NAND SCRL
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Zhirnov et al. argue that completion of an elementary 
logical operation would require a minimum amount 

of energy, corresponding to kT ln 2.
Their argument, which is somewhat similar to an 

argument in a paper by Robert Keyes in the 1970s, 
has however been refuted by several authors [e.g. 
CS. Lent, M. Liu, and Y Lu, Nanotechnology 17, 4240 
(2006)].

The conclusions we have reached for the operation 
of adiabatic logic raise a more general question 

on the actual limits of computation from the point of 

view, in particular, of the energy needed to complete 
an elementary logical operation. 

Limits of computation (II)

Limits of computation (I)
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If slow particles are let through the door from left 
to right and the opposite happens for fast particles, 

with time there will be more fast particles in the left 
portion of the box and more slow particles on the right 
portion. Once the particle distribution on each side has 
thermalized, we will observe a lower temperature in 

the right region with respect to the left region. 
If the demon can perform such a job dissipating a 

vanishingly small amount of energy, a temperature 
gradient could be created without supplying work 
from the outside and therefore the total entropy of 
the system would decrease.

The argument by 
Zhirnov et al. was 

applied also to switching 
of Quantum Cellular 
Automata cells, in which 
simple calculations show 
that switching between 
two logical states with 
an energy dissipation 
less than kT ln2 should 
be possible. In particular, 
it was argued that it 
would be impossible 
to adiabatically charge 
a capacitor because thermal noise would anyway 
give rise to a finite voltage across the resistor 
connecting the voltage source to the capacitor. The 
experiment by Boechler et al. demonstrated instead 
that it is indeed possible to charge a capacitor with 

a vanishingly small dissipation on the part of the 
voltage source (the reason being that the additional 
dissipation on the resistor comes from the thermal 
bath and would be present anyway, even if we did 
not charge the capacitor).

Maxwell’s demon  
and the limits of computation (I)

Limits of computation (III)
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Maxwell was not able to solve the paradox, and 
neither were able to solve it many others who 

worked on it, including prominent physicists such as 
Leo Szilard and Leon Brillouin. Only in 1960 Landauer 
and then Bennett provided an explanation based on 
the increase in entropy resulting from the erasure of 
the demon memory.

This has far-reaching consequences, because it 
implies that, as long as no information is erased (and 
thus computation is reversible) it can be performed 
with a vanishingly small energy dissipation. To reach 
the goal of reversible computation, it is also necessary 
to operate adiabatically and therefore asymptotically 
slow.

Maxwell’s demon  
and the limits of computation (III)

Maxwell’s demon  
and the limits of computation (II)
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We now examine an example of an ultra-low-
power application based on conventional low-

power components that are kept in sleep mode for 
most of the time.

The application is a wireless network of nodes 
that detect a derailment condition in a freight train 
and alert the driver. Without dedicated equipment, 

derailments, especially in the case of freight trains, 
may go undetected for several kilometers and may 
lead to extremely serious accidents, especially if the 
derailed cars are transporting hazardous materials 
(notable examples are the derailments and subsequent 
explosions of liquid propane gas tank cars in Crescent 
City, IL in 1970 and in Viareggio, Italy in 2009).

If computation is performed in a finite amount of 
time, an elementary logical operation has a cost 

in terms of energy that is determined by the time-
energy uncertainty relation.

Therefore, this is the actual physical limit to be 
taken into account if we strive to reach the ultimate 
reduction in power dissipation in devices and circuits 
that process information.

Example of low-power sensor nodes based  
on traditional CMOS technology

Limits of computation
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In order to achieve ultra-low-power operation, 
nodes are kept for most of the time in a sleep mode 

and turned on only to perform a measurement of 
the vertical acceleration, relay the information from 
the neighboring node, or send a possible derailment 
alert.

It is possible to notice from the plots of the power 
supply current as a function of time that the energy 
spent during the transmission burst is negligible 
compared to that needed for the initialization phase 
after exiting the sleep mode and for the operation of 
the receiver.

The nodes must be applied at each end of each car. 
A node consists of an integrated microcontroller-

transceiver CC1110, a solid-state accelerometer 
LIS3DH and an energy scavenger exploiting the 
mechanical vibrations that are always present during 

the normal operation of the freight car, as soon as 
the speed is above 20-30 km/h.

Antennas are to be designed in such a way as 
to guarantee optimal communication with the two 
nearest nodes.

Example of Low-power strategy

Test nodes
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In the last decade, graphene, a two-dimensional  
crystal of carbon atoms, has received a lot of 

attention, because of its very peculiar electronic and 
mechanical properties. Because of the particular 
symmetries, graphene is a zero-gap semiconductor, 
whose conductivity can be modulated by varying the 

chemical potential and thereby altering the electron 
and hole concentrations

However, the absence of a gap, as we will discuss 
later, severely limits its potential for applications in 
the field of digital electronics.

A wireless network is 
set up automatically 

based on the relative 
intensities of the 
received signals. Once 
each node has been 
attributed a progressive 
number, the one with 
the highest number (tail 
node) starts sending 
periodic messages that 
are relayed all the way 
to the head node (which 
in operational conditions 
would be in the locomotive)

Intermediate nodes synchronize with the periodic 
transmissions and then exit from the sleep mode 
only in a window of a few milliseconds around the 
expected time of arrival of the message from the 

previous node.
Static tests performed on a three-car consist 

demonstrated reliable operation for any choice of 
positioning of the nodes.

Graphene basics (I)

Low-power strategy
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The bandstructure of graphene was studied a 
long time ago [P.R. Wallace, “The Band Theory of 

Graphite,” Physical Review 71, 622 (1947)], since 
graphite is just a collection of graphene sheets held 

together by  van der Waals forces and some electron 
delocalization [J.-C. Charlier, “Graphite Interplanar 
Bonding: Electronic Delocalization and van der Waals 
forces,” Europhys. Lett. 28, 403 (1994)].

The carbon atoms forming the graphene lattice 
have sp2 hybridization, which leads to three 

coplanar bonds 120° apart.
Electrons belonging to such orbitals (σ orbitals), 

which form the covalent bonds holding the crystal 

together, are localized within the bonds and are not 
available for conduction.

Electrons from the third 2p orbital (π orbital), 
which is orthogonal to the plane of the crystal, are 
delocalized and support electrical conduction.

Graphene basics (III)

Graphene basics (II)
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There is currently a very significant interest in 
the possible applications of THz frequencies 

(millimeter waves), both in short-range high-
bandwidth applications and in imaging systems that 

can detect objects hidden under clothes without 
resorting to ionizing (and therefore hazardous) 
radiations such as X-rays.

As mentioned before, the absence of an energy 
gap makes graphene unsuitable as a general 

replacement for currently used semiconductors 
(silicon in particular) in digital electronics. 

There are however some applications in which 
graphene could offer significant advantages, due 

to its high carrier mobility (high-frequency devices, 
interconnects), relatively low plasma frequency 
(antennas for THz communications), transparency 
at optical wavelengths (contacts for photovoltaic 
devices), flexibility (wearable electronics), and high 
surface-to-volume ratio (gas sensors).

Graphene Antennas

Properties of graphene
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Surface plasmon polaritons result from a particular 
solution of the Maxwell equations at the interface 

between a conductor and a dielectric. 

They are a particular form of waveguiding, in 
which there is confinement in the proximity of the 
surface and propagation occurs along the surface.

Plasma oscillations are the result of the restoring 
force that appears when the electron density in a 

conductor is altered with respect to the equilibrium 
configuration.

Surface plasmon polaritons (I)

Plasma oscillations
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By inserting the frequency dependence of the 
permittivity in the conductor from the Drude 

model (which is a function of the plasma frequency) 
into the previously obtained dispersion relationship, 
we obtain an explicit expression of the angular 
frequency as a function of the wave vector parallel to 
the dielectric-conductor interface.

We see that there are two different branches of 

this dispersion relationship, separated by a gap of 
prohibited frequencies. Below the gap and close to 
its bottom boundary [corresponding to ω

p
 (1+ε

d
)-1/2] 

we observe that for a given value of the angular 
frequency we have a much larger wave vector than 
what we would have in free space propagation, and, 
therefore, a much smaller wavelength.

The dispersion relationship of surface plasmon 
polaritons in the direction parallel to the interface 

can be derived by combining the continuity of the 
electric displacement vector across the conductor-

dielectric surface with the relationship between 
the modulus of the wave vector and the angular 
frequency in the dielectric and in the conductor.

Surface plasmon polaritons (III)

Surface plasmon polaritons (II)
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Arrays of patch antennas, even complex ones, can 
be easily obtained from a graphene sheet, using 

a lithographic process.
The radiation diagram of the array will correspond 

to the product of the radiation diagram of the same 
array made with isotropic radiators and the radiation 
diagram of a single patch antenna.

As a result of the shorter wavelength of the 
surface Plasmon polaritons, an antenna made 

of graphene can be made resonant with a size that 
is significantly smaller than that which would be 
necessary with a metal antenna. 

This is particularly interesting for applications 
in extremely small devices, such as autonomous 
sensors forming the so-called smart-dust.

For frequencies below 100 GHz, graphene 
antennas, in the absence of surface plasmon 
polaritons, not only have the advantage of flexibility, 
but also have significant drawbacks in terms of 
efficiency, because of the higher resistivity of 
graphene compared to the metals typically used for 
antennas, such as aluminum or copper.

Graphene antennas (II)

Graphene antennas (I)
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The concept of a leaky wave guide, i.e. a wave guide 
that radiates part of the electromagnetic energy 

flowing through it (a classical leaky wave guide can 
be implemented by cutting slots in its conducting 
walls), can be obtained with a graphene stripe on 
which plasmonic modes are propagating. Leakage 

can be obtained by means of backgates, whose bias 
will locally alter the graphene conductivity.

By adjusting the voltages applied to the gates, it 
would be possible to obtain radiation from different 
positions along the wave guide and therefore to 
control the radiation pattern.

As the frequency is increased, the dimensional 
advantage of graphene antennas becomes more 

relevant, up to the beginning of the gap for surface 
plasmon polaritons.

It is important to notice that the advantage of a 
graphene antenna is in terms of obtaining a properly 
resonanting radiator (and therefore allowing good 

power transfer into it and from it) with a smaller 
footprint, which may be essential for some 
miniaturized devices (such as smart dust). However, 
with the physical dimensions being smaller, the 
gain will be lower with respect to that of a full-size 
antenna.

Graphene antennas (IV)

Graphene antennas (III)
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As already mentioned, the efficiency obtainable 
with graphene antennas is relatively low, as a 

consequence of the significant ohmic losses of this 
material.

This makes usage of graphene for antennas at 
frequencies below 100 GHz suboptimal for most 
applications.

Authors have proposed combinations of leaky 
wave guides with a spatiotemporal modulation 

for the implementation of non-reciprocal devices, 
such as radio frequency insulators.

However, achieving the desired performance may 
require a non-negligible length of the device, which 
also implies an increase in the ohmic losses. A careful 
tradeoff should be sought.

Graphene antennas (VI)

Graphene antennas (V)

54

53

ENABLING TECHNOLOGIES FOR THE INTERNET OF THINGS: WIRELESS CIRCUITS, SYSTEMS AND NETWORKS 210

RIVER ETfIoT BOOK P1.indb   210 16/7/18   9:19



In graphene reflectarrays, the reflection phase of 
graphene patches should be adjusted by tuning the 

backgate voltages, i.e. varying the chemical potential 

This, however, has been shown to affect the modulus 
of the reflection, too.

Reflectarrays are phased arrays in which, instead of 
having an array of radiators fed with individually 

controlled phases, there is a single radiator 

illuminating a reflector made up of small patches 
whose reflection phase can be controlled, by varying 
its electrical properties (e.g. a gated graphene patch).

Graphene antennas (VIII)

Graphene antennas (VII)
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There are many approaches that have been 
suggested to open up a gap in graphene, but none 

of them has been demonstrated to be suitable for 
practical applications. One possible way to create a 
gap is lateral confinement in the form of armchair 
nanoribbons; however, to achieve useful gaps, the 
transverse size should be of the order of a few 
nanonometers and, due to the fact that the gap almost 

drops to zero for ribbons with 3n-1 dimer lines (rows 
of atoms) for any integer n, edge roughness would 
be likely to prevent operation of the device. Another 
possibility to obtain a gap, if bilayer graphene is used, 
is that of applying an orthogonal electric field, but the 
gap can reach at most about 250 mV and fabrication 
of devices would not be straightforward.

Phase shifters are a critical element in the 
implementation of phased arrays. There are 

proposals to make phase shifters based on graphene 
transmission lines in which a selection between 
each pair of parallel paths is made by depletion of 
carriers, the graphene regions through which the 
non-selected path would be accessed. The two 

parallel paths have different lengths; therefore, they 
are associated with different phase shifts.

Overall, virtually all proposals for graphene 
antennas (except for just a few tests of flexible 
wearable antennas at relatively low frequencies) 
have been only theoretical: no experimental 
prototype has been implemented yet.

Graphene RF transistor (I)

Graphene phase shifters
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Besides “classical” topologies with a top gate 
separated from the graphene sheet by a dielectric 

layer, other solutions have been explored, using, for 
example, a buried bottom gate. 

Another important issue is the compatibility with 
silicon technology: it would be extremely interesting 
to be able to fabricate graphene devices for some 
special functions on a silicon chip with CMOS devices. 

However, it does not seem feasible to transfer 
graphene flakes (as done in experiments) onto the 
chip within a large-scale production environment. 
On the other hand, direct in situ growth of graphene 
requires, with currently existing techniques, a 
temperature (of the order of 1000 °C) which is not 
compatible with the backend of the CMOS process.  

A more promising field of application of graphene 
is that of transistors for analog RF applications, 

where the very high mobility of this material can 
play an important role.

Some interesting results have been obtained and 

research is ongoing. 
Currently, the main difficulty is represented by the 

relatively low values of the transconductance that 
have been achieved.

Graphene RF transistor (III)

Graphene RF transistor (II)
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“A robot may not injure a human being or, through inaction, allow a human being to 
come to harm.” (Isaac Asimov, Runaround. Eventually Runaround, 1942):  the new 

world of software-defined autonomous things brings both technical challenges and 
liability concerns. 

Autonomous things are composed of electronic platforms with many sensing inputs 
and also with many complex processing elements: today an autonomous driving platform 
involves tens of processor cores and millions of S/W code lines.  As a consequence, 
H/W and S/W may go wrong and this may cause hazards if no countermeasures are 
taken. On top of H/W and S/W failures, they operate in a very complex environment 
(with many variants) as also in a multi-agent scenario. Last but not least, the increase 
of connectivity opens possibility for security attacks.  

As a consequence, today’s engineers of autonomous things work in a context in 
which they need to consider several potential issues.  The following pages give an 
overview of the instruments (standards, techniques, methodologies, tools, and models) 
that engineers can use to plan for countermeasures.
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Source – ISO/DIS ISO 26262:2018

FOCUS ON ISO 26262
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ISO 26262 2nd edition

ISO 26262 2nd edition roadmap
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ISO 26262-4 :2018  
Cybersecurity related changes

6.4.1 Specification of the technical safety requirements

a) the system configuration and calibration requirements

NOTE 1	 The ability to reconfigure a system for alternative applications is a strategy to reuse existing systems.

EXAMPLE 3	 Calibration data (see ISO 26262-6:2018, Annex C) is frequently used to customise electronic engine control units 

for alternate vehicles.

NOTE 2	 The cybersecurity concept (cybersecurity strategy and requirements), if applicable.

6.4.2 Safety mechanisms

a) the safety mechanisms that enable the system’s contribution to achieve or maintain the safe state 

of the item;

NOTE 4	 This includes arbitration in the case of multiple control requests from safety mechanisms.

NOTE 5	 Cybersecurity can be considered
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Safety & Security in ISO 26262 2nd edition

HW random failures in a nutshell / 1

A ZOOM ON H/W RANDOM FAILURES
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FuSa architectural and absolute metrics
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Challenges to identify failure modes  
- ISO 26262 view

Source – ISO/DIS ISO 26262:2018
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Challenges to measure safe faults
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Challenges to detect random failures - options
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Challenges to detect random failures  
– in field tests
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Challenges to detect random failures  
– other redund

Source – VDA EGAS specification

A Functionally Safe SW Defined Autonomous and Connected IoT245 A Functionally Safe SW Defined Autonomous and Connected IoT245

RIVER ETfIoT BOOK P1.indb   245 16/7/18   9:19



57

58

Fault tolerant systems in automotive  
– examples / 1

Fault tolerant systems in automotive  
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