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The operational theme permeating most definitions of the IoT concept, 
is the wireless communication of networked objects, in particular, smart 
sensing devices and machines, exchanging data a la Internet. In this 
book, a detailed look is taken at the fundamental principles of devices 
and techniques whose exploitation will facilitate the development of 
compact, power-efficient, autonomous, smart, networked sensing nodes 
underlying and encompassing the emerging IoT era. 

The book provides an understanding of nanoelectromechanical 
quantum circuits and systems (NEMX), as exemplified by firstly the 
uncovering of their origins, impetus and motivation, and secondly by 
developing an understanding of their device physics, including, the topics 
of actuation, mechanical vibration and sensing. Next the fundamentals of 
key devices, namely, MEMS/NEMS switches, varactors and resonators 
are covered, including a wide range of implementations. The book then 
looks at their energy supply via energy harvesting, as derived from 
wireless energy and mechanical vibrations. Finally, after an introduction 
to the fundamentals of IoT networks and nodes, the book concludes 
with an exploration of how the NEMX components are encroaching in a 
variety of emerging IoT applications.
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Preface

This book presents a unified exposition of the physical principles at the heart
of nanoelectromechanical quantum circuits and systems (NEMX) in the con-
text of understanding its potential applications to enable the Internet of Things
era. The book delves into physical phenomena that permeate the operation
of NEMX which, by definition, exploit nanoscale mechanical devices and
novel nanoscale materials. These devices are expected, in turn, to be crucial
to enable the realization of the IoT, which will be predicated upon the wireless
connection of smart nodes consisting of sensors, actuators, energy harvesting
and storage components, and wireless communications transceivers.

This book contains six chapters. Chapter 1 provides an introduction to
the IoT, including its origins, its predicted impact on society, both in terms of
improving its quality of life, and also its potential to permeate all spheres
of society, from health care, to agriculture, to industry, to commerce, to
the infrastructure, to the economy, and many more. Chapter 2 presents a
brief introduction to the technical areas of microelectromechanical systems
(MEMS) and nanoelectromechanical systems (NEMS), including their ori-
gins, their impetus and motivation for their development, and the plethora of
physical phenomena that they bring to our disposal as tools for enabling one
to engineer systems for solving a variety of problems. Chapter 3 engages
in developing a comprehensive understanding of MEMS/NEMS physics,
as would be pertinent for attaining the technical understanding to master
the application and invention of these devices. In particular, we discuss
the following topics: Actuation, Electrostatic Actuation, the Parallel-Plate
Capacitor, the Electrostatically Actuated Cantilever Beam, the Interdigitated
(Comb-drive) Capacitor, Piezoelectric Actuation, the Piezoelectric Cantilever
Probe, Casimir Actuation, Casimir’s Force Calculation Method, Lifshitz’s
Calculation of the Casimir Force, the Casimir Force Calculation of Brown and
Maclay, Casimir Force Calculations for Arbitrary Geometries, Computing the
Casimir Energy Based on Multipole Interactions, Computing the Casimir
Force Using Finite-Difference Time-Domain Techniques, Computing the

xiii
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Casimir Force Using the Framework of Macroscopic Quantum Electrody-
namics, Corrections to Ideal Casimir Force Derivation, Radiation Pressure
Actuation, Radiation Pressure Manipulation of Particles, Radiation Pres-
sure Trapping of Particles, and the Radiation Pressure Effect on Cantilever
Beams. Then, the topic of Mechanical Vibration, as it applies to single- and
many-degrees-of-freedom systems, and Rayleigh’s Method for calculating
mechanical resonance frequency, is discussed. This is followed by an in-depth
treatment of Thermal Noise in MEMS/NEMS, in particular, the Fundamental
Origin of Intrinsic Noise in mechanical structures, and the Amplitude of
Brownian (Random) Displacement of Cantilever Beam. We conclude with
the topics of Sensing, The Accelerometer, Capacitive Accelerometer Imple-
mentation, Quantum Mechanical Tunneling Accelerometer, and Vibration
Sensors. Chapter 4 deals with MEMS/NEMS Switches, Nanoelectromechan-
ical Switches, including Downscaled MEMS/NEMS Switches and MEMS/
NEMS Switches via Novel Materials, MEMS/NEMS Varactors, Nanoelec-
tromechanical Varactors, including Dual-Gap MEMS/NEMS Varactors and
MEMS/NEMS Varactors via New Materials, MEMS/NEMS Resonators,
Nanoelectromechanical Resonators, including Clamp–Clamp RF MEMS
Resonators and MEMS/ NEMS Resonators via New Materials. Chapter 5
addresses the topic of Understanding MEMS/NEMS for Energy Harvest-
ing, including an introduction to Wireless Energy Harvesting, including
the RF-DC Conversion Circuit and Resonant Amplification of Extremely
Small Signals, and Mechanical Energy Harvesting, including Theory of
Energy Harvesting from Vibrations, Piezoelectric Conversion, and Electro-
static Conversion. Chapter 6 exposes NEMX Applications in the IoT Era.
We begin with an introduction to the fundamentals of IoT networks and
nodes, including, Wireless Connectivity, Communication Protocols, Network
Range, and The Origins of the IoT, and we expose how NEMX components
are encroaching in a variety of IoT applications such as the Smart Home,
Wearables, the Smart City, the Smart Grid, the Industrial Internet; the Con-
nected Car, Connected Health, Smart Retail, the Smart Supply Chain, and
Smart Farming. Then, we address NEMX Applications in Wireless Sensor
Networks, in particular applications in radios and in agriculture. Finally,
we address the subject of the IoT in the context of emerging mmWaves/5G
(fifth-generation wireless networks) technology. In particular, we expose 5G
from the Systems and Technologies viewpoints, the motivation for exploiting
the advantages afforded by mmWaves/5G in the context of the IoT and
its potential impact via the enablement of Device-to-Device Communica-
tions, and Simultaneous Transmission/Reception, and Potential mmWave/5G
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Frequencies for the IoT. The book ends with two appendices, namely
Appendix A, MEMS Fabrication Techniques Fundamentals, and Appendix B,
Emerging Fabrication Technologies for the IoT: Flexible Electronics and
Printed Electronics.

The book assumes a preparation at the advanced undergraduate/beginning
graduate student level in Physics, Electrical Engineering, Materials Science,
or Mechanical Engineering. It was particularly conceived with the aim of
providing a bridge of the traditional fields of MEMS and RF MEMS to that
of NEMX and its potentialities for enabling opportunities in the emerging
field of the IoT and its convergence with mmWave/5G. Having given an in-
depth treatment of the fundamental NEMX physics and technology, it is up to
the creativity and ingenuity of the scientist or engineer to exploit it to generate
new solutions for the IoT and beyond.
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1
The Internet of Things

1.1 Origins

What is the Internet of Things (IoT)? The term was proposed in 1999 by
Kevin Ashton, a British Technologist, when he was at the Massachusetts
Institute of Technology (MIT), in the context of exploring the potential
of networked radio-frequency identification devices (RFIDs) and emerging
sensing technologies [1]. He defined the IoT as follows: “The Internet of
Things connects devices such as everyday consumer objects and industrial
equipment onto the network, enabling information gathering and manage-
ment of these devices via software to increase efficiency, enable new services,
or achieve other health, safety, or environmental benefits.”

A more recent definition, by David Evans at Cisco Systems [2], states
that: “The IoT refers to a network of smart devices communicating and
exchanging data with other machines, objects, devices and environment
around the globe.”

In terms of its chronological development, the IoT has been defined
as having been born between the years 2008 and 2009, when the number
of connected devices became greater than the number of people in the
Earth (Table 1.1).

The IoT may be viewed as a network of networks, where we have
individual networks connected together within a system endowed with
security, analytics, and management (Figure 1.1).

As suggested by Figure 1.1, the IoT has such an enormous breadth
that it can be difficult to understand or comprehend. To facilitate its
comprehension, the IoT may be broken down into five key vertical categories
of adoption, namely connected wearable devices, connected cars, connected
homes, connected cities, and the industrial Internet (Figure 1.2) [1].
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2 The Internet of Things

Table 1.1 Perspective of IoT evolution
World Population 6.3 Billion 6.8 Billion 7.2 Billion 7.8 Billion
Connected
devices

800 Million 12.6 Billion 25 Billion 50 Billion

Connected
devices per person

0.08 More connected
devices than
people

1.84 3.47 6.58

Year 2003 2010 2015 2020

 

Source: Ref. [2].
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Together

Figure 1.1 The IoT as a network of networks.

Source: Ref. [1].
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Figure 1.2 The IoT landscape.

Source: Ref. [1].
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1.2 IoT Motivation/Impact

The projection of the number of connected devices to which the IoT
application categories will give rise is shown in Figure 1.3 [1].

Detailed consideration of the IoT makes it clear that its realization
may well rest upon the following three fundamental pillars: (i) sensing,
(ii) wireless communications, and (iii) security.

Sensing encompasses every imaginable device or system that can capture
information from the environment or otherwise. This information, in turn,
being of a diverse and distributed (ubiquitous) nature, must be gathered and
disseminated throughout a dispersed network of intelligent nodes, which
motivates the utilization of wireless communications, the most efficient
means to carry out this task. Finally, since the information being distributed
to the end users will include extremely valuable information, that is, not only
that of a personal nature but, in particular, that of a business nature (e.g.,
company finances, bank accounts, and credit cards), and that pertaining to
the control of autonomous and remotely controlled vehicles, in the context of
the Internet, schemes to enable secure, hacking-free wireless communications
techniques, must be employed. Traditionally, secure communications has
relied upon the generation of random numbers (RNs), which are employed
for effecting information modulation or cryptographic encoding in such a
way that the information in question can only be demodulated or decoded
with a replica of such RNs [3]. In this context, since the RNs are generated
by deterministic computer algorithms that eventually repeat the RN sequence,
a risk exists that such RNs may be deciphered and used to extract the
information transmitted. To overcome this risk, a number of approaches to
generate RNs via physical processes in devices that, being derived from
naturally occurring physical effects and processes, do not repeat themselves

M2M
Smartphones
Non-smartphones

TVs

PCs
Tablets
Other

2014      2015    2016    2017     2018     2019

30
25
20

15
10

5
0

B
ill

io
ns

 o
f D

ev
ic

es

Figure 1.3 Global projected growth of connected devices by type.
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and thus are purely (ideally) random and are of current research interest for
IoT applications.

A wide variety of sensors will make the IoT possible (Figure 1.4). These
are typified by microphones, gyroscopes, accelerometers, pressure sensors,
magnetic sensors, and so on, which may be attached to mobile devices [4].
It may easily be noticed that a common denominator that underpins the
majority of these sensors is microelectromechanical/nanoelectromechanical
systems (MEMS/NEMS) technology [5, 6].

The main sensor drivers for consumer electronics, for instance, include
motion detection, pedestrian navigation, position detection, and user interface
(Figure 1.5).

Taking the potential of the IoT paradigm to the extreme, Hewlett-
Packard and others have proposed “the central nervous system of the Earth’s”
vision, which entertains the fusion of man, machine, virtual, and physical

Sensors 
in Mobile Devices

MEMS Microphone

Gyroscope

AccelerometerPressure Sensor

Magnetic Sensor

Multi-Sensor
Package

Figure 1.4 Sensors in mobile devices for the Internet of Things.

Source: Ref. [4].

Motion Detection
• Step counting
• Activity monitoring
• Power management

Pedestrian navigation
• Speed and distance estimation
• Altitude detection
• Location-based services

Position detection
• Upside down
• Portrait/landscape
• Free speech profile

User interface
• Tap control
• Gaming input
• Menu navigation
• Speech recognition
• Gesture recognitionSensor Drivers 

in Mobile Devices

Figure 1.5 Sensors drivers in mobile devices for the Internet of Things.

Source: Ref. [4].



1.2 IoT Motivation/Impact 5

systems to revolutionize human interaction with the Earth in as profound
a fashion as the Internet has revolutionized personal and business interac-
tions (Figure 1.6) [7]. Upon coming to fruition, this scenario would entail
approximately one trillion nanoscale devices, that is, the equivalent number
of sensors and actuators of 1000 Internets.

In the final analysis, one of the key drivers of the Internet of Things is its
impact on the world economy. In that regard, it is estimated that the IoT will
give rise to a market larger than that of the personal computer (PC), tablet,

• Airframe integrity
• Passenger comfort

• Wildlife tracking

• Personal sensor subnet
• Large structure integrity

• Weather Service
• Automaker
• Oil & Gas

• Wireless
Carrier

• Airline• Security
Service

• Global
Retailer

• Dept. of
Transportation

• Home automation system
• Tsunami warning system

• Real time traffic conditions

• Seismic oil exploration

• Merchandise tracking

• Climate monitoring
• Photonic 

Switch

• Optical Interconnect

• MEMS
Inertial Sensor

• Nanowire
Chemical Sensor

• Nano
Computing

• Exascale
Memory

• Photovoltaics

P  l  a  n  e  t
E  a  r  t  h

Applications

• Home
Security

Devices & Technologies

Figure 1.6 The central nervous system of the Earth vision.

Source: Ref. [7].
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Figure 1.7 Projected IoT device growth versus PC, smart phone, and tablet growth.

Source: Ref. [8].
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and smart phone markets combined of the order of greater than $20B/year
(Figure 1.7) [8]. Not only, therefore, does the development of the IoT portend
orders of magnitude improvements in our way of life but it also heralds the
potential for great technological and economic development and prosperity.

1.3 Summary

In this chapter, we have presented the origins, motivation, and potential
impact of the Internet of Things. The IoT crystallizes the large-scale inte-
gration of advances in sensors, wireless communications, and networking
ushered by the growth in Internet connectivity over the last twenty plus
years. At the core level, this growth will be fueled by the proliferation of
a virtually innumerable set of intelligent sensor nodes that can communicate
via secure, wireless links over a worldwide network of networks. In the rest
of this book, we will endeavor to open the reader’s understanding of the
key technological enablers of the IoT, with the goal of equipping him or her
with the fundamental knowledge base to, if desired, become a participant and
contributor to the grand IoT challenge.



2
Microelectromechanical and

Nanoelectromechanical Systems

2.1 MEMS/NEMS Origins

It can be said that the field of microelectromechanical/nanoelectromechanical
systems (MEMS/NEMS) may be traced back to Richard Feynman when, in
1959, he made the observation: “There is plenty of room at the bottom.” [9].
Feynman reached this conclusion upon conducting a special type of search,
namely a search for a boundless field. He noticed that fields like endeavoring
to attain low temperatures or attaining high pressures had virtually no end
in sight. That is, one could never say or claim that one had reached the
lowest temperature or the highest pressure. Feynman’s inquiry about a new
boundless field led him to that of miniaturization. Indeed, endeavoring to
make everything small was a research field that had virtually no end in
sight [10].

But why had so little been done on miniaturization? He wondered.
Were there innate limitations imposed by the laws of physics? No, Feyn-
man concluded. There is nothing in the laws of physics that precludes
miniaturization. Rather, the limitations are rooted in technology, that is,
it is one’s ability to make small things that sets a limit on miniaturization.
Having acknowledged that miniaturization was limited by technology and
that this limitation would erode in time, Feynman went on to consider
what if the technological problem/limitation was nonexistent? How would
miniaturization impact the three particular areas of application, namely infor-
mation storage, computers, and, more pertinent to this book, machinery? His
assessment of the impact of miniaturization led him to predict that great
gains in information storage and computer systems would be achieved by
straightforward downscaling, since these functions did not depend on size,
but that, in turn, the scaling down of machines would require new paradigms
because machine properties, in particular, the force systems involved, were

7
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nm µm mm m km

Conventional
MachinesMolecular (Nano)

Machines

Quantity

Micromachines
(MEMS)

MEMS/NEMS

Figure 2.1 Domain of machinery sizes.

Source: Ref. [11].

constrained by size. As a result, we would be confronted by new regimes of
material behavior, strange to our everyday experience [6], and grappling with
this new domain, he concluded, would open up a whole new field of scientific
endeavor. Overall, he suggested, miniaturization would fuel radical paradigm
shifts in all areas of science and technology, and these, in turn, would elicit a
virtually unlimited amount of applications.

But what did Feynman mean by small? An examination of the machines
in operation back in 1959 reveals that they belonged to two-dimensional
regimes typified, on the one hand, by machines comprising sizes from
millimeters to kilometers and, on the other hand, by molecular machines,
biological machines, which could be synthesized by chemists, occupying the
sub-nanometer scale. In-between, there was a big empty space! This space
was the regime to be tackled by MEMS/NEMS (Figure 2.1). Notice that this
dimensional regime was concomitant with that utilized with technology for
making electronic devices [12].

2.2 MEMS/NEMS Impetus/Motivation

The field of miniaturization lay virtually dormant until our ability to make
small things improved, which began to take place in the 1960s with the
advent of integrated circuit (IC) fabrication technology. In particular, since
circuits could be scaled down in size and still perform their function, a race
ensued to develop ways to print more and more circuits on a substrate (wafer).
This downscaling thrust was, on the economic side, beneficial because the
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greater the number of circuits that could be formed in a given wafer area, the
greater were the profits. This behavior, which characterized the outstanding
economic success and progress of the semiconductor industry, came to be
captured by the famous Moore’s law [13]. In fact, if one uses the number of
devices as an index of the extent to which integration or miniaturization has
progressed, one finds that the number of devices on a wafer has increased
by more than seven orders of magnitude, namely from <10 in the 1960s to
>1 billion today [14].

The economic success in the IC industry led people to wonder: Would
the application of IC fabrication concepts in other fields, like mechanics,
optics and fluidics, result in enhanced performance and reduced cost? The
answer was maybe, because whereas an IC extends in two dimensions (2D),
a mechanical structure is 3D in nature. Therefore, techniques had to be
developed for microstructure generation, which would also allow the third
dimension of a structure to be shaped. Beginning with IC fabrication (2D)
technology, a summary of the fundamentals of fabricating 3D structures is
given in Appendix A.

MEMS/NEMS may be utilized to exploit a multitude of physical
phenomena (Figure 2.2). Indeed, the universe of possible implementations
is vast and is only limited by our imagination.

Possible Physical Mechanisms to be Exploited
• Acoustical 
• Electrical
• Optical
• Mechanical
• Magnetic
• Fluidic
• Quantum Effects
• Mixed Domain

Some Areas of Endeavor Under R&D
• Nanoelectronics
• Nanomechanics
• Nanoengineering
• Nanobiotechnology
• Nanomedicine
• RF MEMS
• IoT

Figure 2.2 Physical phenomena available for exploitation in MEMS/NEMS and potential
areas of application.
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2.3 Summary

Indeed, the potentialities of the MEMS/NEMS field, as suggested by
Feynman in 1959, are virtually unlimited. These potentialities, due to the
astounding progress in miniaturization over the last 40 plus years, captured
by the Moore’s law and exemplified by the ubiquity of IC technology,
are ushering a new technological revolution. This revolution is enabled by
the convergence, on the one hand, of the ability of MEMS/NEMS and IC
fabrication technologies to realize miniaturized systems capable of sensing,
processing, and knowledge wireless distribution through the Internet and,
on the other hand, the emergence of new applications demanding virtual
omniscience, namely the Internet of Things (IoT). In the next chapter, we
develop a fundamental understanding of some key physical principles upon
which MEMS/NEMS devices for the IoT are predicated.



3
Understanding MEMS/NEMS Device Physics

3.1 Actuation

It is well known that Physics is the natural science that deals with the study
of matter and its motion and behavior through space as a manifestation
of the energy it possesses and the forces it experiences [15]. Micro-
electromechanical system (MEMS)/nanoelectromechanical system (NEMS)
device physics deals with the behavior of miniaturized mechanical and
electronic/plasmonic [16] devices engineered to move or transmit their
motion as a result of an applied voltage or current. The resulting device
motion caused is referred to as the actuation of the device, and the devices
transmitting the force are referred to as actuators [5].

In the realm of MEMS/NEMS dimensional regimes, a wide variety of
forces may be exploited to cause actuation, namely from those derived from
electrostatic, piezoelectric, magnetic, or thermoelectromechanical means to
those derived from the quantum vacuum (Casimir forces) or optical light
beams (radiation pressure). In this subsection, we present the fundamentals
of the most important MEMS/NEMS actuation mechanisms of relevance to
IoT.

3.1.1 Electrostatic Actuation

3.1.1.1 Parallel-plate capacitor
Electrostatic forces derive from the variation of the energy stored in a
capacitor containing positively and negatively charged metallic plates, as a
result of the interaction of the plates’ charges that arises from the application
of a voltage across it [5]. How this actuation comes about may be illustrated
by considering the capacitor in Figure 3.1. In the usual case, when both the
top and bottom plates are rigid (unmovable and unbendable), if the plate
area is much greater than the separation between them, so that the fringing

11
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+V

ε

d

t

Figure 3.1 The parallel-plate capacitor embodies the fundamental elements of the electro-
static actuator. ε represents the permittivity between the plates, A represents the area of the
plates, d represents the separation between the plates, and t represents the thickness of the
plates.

capacitance may be ignored, the capacitance is given by [17],

C =
εA

d
(3.1)

where ε represents the permittivity between the plates, A is the area of the
plates, and d is the separation between the plates.

Application of a voltage V to the capacitor of value C gives rise to the
storage of an electrostatic potential energy U within the inter-plate volume,
expressed by [17],

U =
1

2
CV 2 =

εAV 2

2d
(3.2)

This potential energy represents the electrostatic Coulomb force of
attraction of plates situated at a fixed distance d, carrying respective positive
(qP ) and negative (qN ) charges, given by [17],

F =
1

4πε

qP qN
d2

(3.3)

Electrostatic force-induced actuation/motion in a parallel-plate capacitor
manifests itself when, under the application of a varying voltage, one lifts the
plate rigidity limitation. In this case, a voltage increase causes a reduction
in the separation d (and, thus, an increase in the capacitance C) and, conse-
quently, an increase in the stored potential energy U . This sequence of events
establishes the conditions for a positive feedback system in the sense that
one thing, namely reduction in d, causes the increase in another, namely the
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potential energy, which by increasing the Coulomb force reinforces the first.
Because under this circumstance the potential energy is variable (with varying
applied voltage), the instantaneous attractive force capturing the positive
feedback action is given by [17],

F = −∇U (3.4)

or substituting Equation (3.2) into Equation (3.4),

F =
εAV 2

2d2
(3.5)

Now, assume that the bottom plate of the capacitor is attached/bonded
onto the substrate and thus immovable and unbendable. Then, electrostatic
actuation in the parallel-plate capacitor manifests itself when, under the
application of a voltage, the top plate is allowed to move, to bend, or both.
The situation in which the top plate is movable, but rigid (unbendable) may
be represented as in Figure 3.2.

Here, the rigid (assumed unbendable) top plate moves a uniform distance
x, which is a function of the applied voltage, in such a way that the instan-
taneous equilibrium position x is given by the solution to the equation,
|FS | = |FE |, expressed in Equation (3.6) and shown in Figure 3.3 [18].

FS = kx = FE =
εAV 2

2(d− x)2
(3.6)

k

Top Plate

Bottom Plate

d dx

FS

FE

(a) (b)

Figure 3.2 (a) Parallel-plate capacitor with bottom plate fixed onto substrate and unbendable
top plate supported by a spring of spring constant k. (b) Forces on parallel-plate capacitor
of (a). FS represents the spring force and FE represents the electrostatic force upon the top
plate reaching a position of equilibrium, x, due to an applied voltage.
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Figure 3.3 Normalized displacement of rigid (unbendable) capacitor top plate versus
normalized applied voltage.

Source: Ref. [18].

The solution to Equation (3.2) is shown to be real until the displacement x
reaches d/3, at which point it becomes imaginary. The applied voltage at
which x = d/3 is referred to as the pull-in voltage [5]. It represents the
voltage at which the electrostatic attraction Coulomb force can no longer be
countered or equilibrated by the spring force and the top plate crashes down
on the bottom plate.

An analytical expression for the pull-in voltage may be obtained by
solving for the voltage for which the difference between the spring and
electrostatic forces, (

kx− εAV 2

2(d− x)2

)
= 0 (3.7)

is a minimum. From equating to zero, the derivative of the voltage with
respect to the displacement, Equation (3.8), and solving for V at x = d/3,
one obtains,

dV

dx
=

d

dx

[√
2kx(d− x)2

εA

]
= 0→ x =

d

3
(3.8)

giving,

VPi =

√
8kd3

27εA
(3.9)

3.1.1.2 Electrostatically actuated cantilever beam
If one assumes that, instead of being supported by a spring, the top plate
is anchored on one side and is not rigid, but bendable/flexible, that is, that
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Figure 3.4 (a) Parallel-plate capacitor in which the top plate is flexible/bendable and is
anchored on one side. (b) Load distribution causing the displacement of the top plate to
increase from zero at the anchor to a maximum δT at its free tip.

Source: Ref. [18].

we have a cantilever-type structure, then we have the scenario depicted in
Figure 3.4 [18]. Here, since the attractive electrostatic force cannot cause
any motion/displacement of the top plate at the anchor, it adopts a deformed
shape which is embodied by the position-dependent displacement δ(l). This
displacement grows from δ(l = 0) = 0 at the anchor to a maximum of
δT(l = L) at the free tip. The force experienced by the top plate at a distance
l from the anchor, in particular, is given by,

q(l) =
ε0AV

2

2(d− δ(l))2
(3.10)

where δ(l) embodies the deflection curve exhibited by the deformed beam,
whose mechanical characteristics are a function of the beam’s structural and
material properties captured by its Young’s modulus, E, and its moment
of inertia, I(Figure 3.4b). The, now classical, analysis of this situation by
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Petersen [19] posits, on the one hand, that the concentrated load on a
cantilever beam at a distance l from the anchor gives rise to a beam tip
displacement given by,

δT (l) =

[
l2

6EI

]
(3L− 1)bq(l)dl (3.11)

where b is the beam width. On the other hand, it is assumed that the position-
dependent displacement is parabolic and given by,

δ(l) =

(
l

L

)2

δT (3.12)

The forces distributed along the length of the beam and the resulting deflec-
tion at the tip are then found by integrating Equation (3.11) from l = 0 to
l = L, that is,

δT = b

∫ L

0

3L− l
6EI

l2q(l)dl (3.13)

The integral in Equation (3.13) was solved to give a normalized load, defined
in the below equation,

l =
εbL4V 2

2EId3
(3.14)

The normalized deflection at the tip of the cantilever beam is expressed by,

l = 4∆2

[(
2

3(1−∆)

)
− tanh−1

√
∆√

∆
− ln(1−∆)

3∆

]−1

(3.15)

with,

∆ =
δT
d

(3.16)

In analogy with the parallel-plate capacitor case, it is found from an examina-
tion of a plot of Equation (3.15) that there exists a threshold bias at which the
beam, no longer controlled by the applied bias, crashes down on the substrate.
This bias point is again reached after the beam deflects about a distance
δT = d/3. This collapse was explained by Petersen [19] as being a result
of increasing concentration of the electrostatic forces at the tip, so that at a
particular voltage, this concentrated load causes the beam position to become
unstable, and it undergoes a spontaneous deflection, the remaining distance.

When the operation of the cantilever beam includes it being driven into
the instability regime, the phenomenon of hysteresis is observed. In particular,
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once the beam is fully deflected, the subsequent reduction of the applied
voltage has no effect on its state of deflection until it becomes lower than
the threshold. Concise expressions to capture hysteresis were derived by
Zavracky et al. [20], including expressions for the beam closing (thresh-
old) and opening voltages in terms of the effective beam spring constant,
K = bt3E/4l3, the beam area A, and the initial and effective closed beam-
to-electrode distances, d and dc, respectively. Accordingly, the closing and
opening voltages are given by Equations (3.17) and (3.18), respectively.

Vth–close =
2

3
d

√
2Kd

3ε0A
(3.17)

Vth–open = (d− dc)
√

2Kdc
3ε0A

(3.18)

3.1.1.3 Interdigitated (comb-drive) capacitor
The comb-drive capacitor is another form of electrostatic actuator. In this
architecture, the application of a voltage controls the degree of displacement,
x, which is the distance a moveable frame (the “rotor”) containing a set of
“teeth” engages into a fixed/static electrode frame (the “stator”) flanking each
tooth at a lateral distance g(Figure 3.5).

x

g

L

+V

Figure 3.5 Interdigitated comb-drive actuator. The thickness into the plane is “t”.

Source: Ref. [18].
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In this case, if the fingers have a thickness t and a length L, then the
single-finger capacitance area is given by,

A = t(L− x) (3.19)

from where the single-finger capacitance is given by,

Csingle =
εA

g
=
εt(L− x)

g
(3.20)

Due to the fact that each tooth has two sides, it follows that each tooth has
two capacitors. Thus, for an n teeth rotor, we have 2n capacitors and the total
capacitance is,

Csingle = 2n
εt(L− x)

g
(3.21)

Following the procedure in Equation (3.1) through Equation (3.4), but using
capacitance Equation (3.21), we obtain the comb-drive actuation force–
displacement relationship in Equation (3.22),

F = nε
t

g
V 2 (3.22)

Examination of Equations (3.5) and (3.22) reveals that while for a parallel-
plate capacitor the force varies as 1/x2, for the comb-drive device it is
constant independent of x [18]. One aspect to be aware of in designing comb-
drive actuators is that, due to fringing fields, forces out of the plane arise
which can result in levitation of the actuator away from the substrate [18].
Furthermore, if the lateral stiffness is insufficient, there may occur a lateral
instability, depending on how the actuator is supported. This manifests as a
tendency of the rotor to be attracted sideways and its teeth to stick to those of
the stator.

3.1.2 Piezoelectric Actuation

In the piezoelectric mechanism of actuation, use is made of the deformation
of structures as a result of the motion of internal charges elicited by an
applied electric field. Conversely, an applied stress on a piezoelectric structure
elicits an electric field in it as a result of the forced motion of the inter-
nal charges. Because of the anisotropic properties of piezoelectric crystals,
there is coupling between electric fields and strains in different directions.
A manifestation of this behavior, for instance, is seen when a piezoelec-
tric crystal with an imposed z-directed electric field exhibits a strain in
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the x-direction. This phenomenon is expressed by the following set of
constitutive equations [18]:

Sx = sExxTx + dzxEz

Dz = dzxTx + εTzzEz
(3.23)

These equations are interpreted as follows. Firstly, the strain in the
x-direction, sx, results from the sum of two strains, namely that elicited
by an x-directed stress, Tx, in the absence of an electric field, Ez , and
that elicited by an electric field, Ez , in the absence of an x-directed stress,
Tx. Secondly, the z-directed electric displacement, Lz , is elicited by an x-
directed stress, Tx, in the absence of an electric field, Ez , and that elicited
by an electric field, Ez , in the absence of a stress, Tx. The stress, Tx, and
the electric field, Ez , produce the strain, sx, and the electric displacement,
Lz , via the following constitutive parameters: The elastic compliance in the
x-direction due to an x-directed stress, in the absence of an electric field, sExx,
the piezoelectric coupling coefficient, relating a z-directed electric field, Ez ,
to an x-directed strain, dzx, and the z-directed permittivity at constant stress
due to a z-directed electric field, εTzz .

3.1.2.1 Piezoelectric cantilever probe
The prototypical MEMS actuator, embodying piezoelectric actuation, is the
piezoelectric cantilever beam (Figure 3.6). In this prototype, a piezoelectric
material, which is realized by a composite-layer structure, is deposited on a
beam. In particular, the piezoelectric material, that is, a capacitor, is sand-
wiched between two electrodes. To elicit actuation, a voltage set across the
capacitor produces an electric field in the z-direction which, in turn, produces
a strain/elongation of the piezoelectric layer in the x-direction. Because the
beam itself is not piezoelectric, its size doesn’t change and the result of the
piezoelectric material elongation is bending, in other words, its tip displaces
in the z-direction. How large a displacement is created depends on the lateral
width of the beam, with a value of several microns per 100 µm of beam
width being typical, together with a change in beam thickness of 0.1 nm
per Volt [21]. Typical piezoelectric materials employed in MEMS devices
include zinc oxide (ZnO), aluminum nitride (AlN), lead zirconate titanate
(PbZrxTi1−xO3 – or more commonly, PZT), and polyvinyledene fluoride
(PVDF).
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Figure 3.6 Prototypical piezoelectric MEMS actuator.

Source: Ref. [21].

Various analyses of the motion of an actuated piezoelectric multi-morph
cantilever beam have been undertaken, from detailed, for example, Wein-
berg [22], to simplified, for example, DeVoe [23] and Bashir [24]. Taking
a thin piezoelectric layer on a thick beam, the beam tip displacement and the
angle of rotation are given as follows [24]:

δ = 3dzx
L2Ep
t2E

V (3.24)

θ = 6d31
LEp
t2E

V (3.25)

where L is the beam length, t indicates its thickness, EP indicates the piezo-
electric layer Young’s modulus, and E indicates the beam Young’s modulus,
and V indicates an applied voltage, using these equations one can obtain tip
deflection and rotation δ and θ, respectively. For a beam of cross-sectional
area A, mass density ρ, length L, and moment of inertia I , the corresponding
fundamental mechanical bending resonance frequency is given by,

ω0 = 3.5160

(
EI

ρL4A

)1/2

(3.26)
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3.1.3 Casimir Actuation

So far, the actuation mechanisms discussed have relied on the application
of a voltage. Other actuation mechanisms such as magnetic and thermoelec-
tromechanical [18] may also be exploited. We have limited the discussion to
electrostatic and piezoelectric actuation, however, because they are compat-
ible, tend to exhibit low power consumption, and are easily implemented in
the context of integrated circuit (IC) technology. One actuation mechanism
that is independent of any applied bias will now be introduced.

When the proximity between material objects reaches the few microns
and below, a regime is entered in which forces that are quantum mechanical in
nature [25–29], namely van der Waals and Casimir forces, become operative.
These forces supplement, for instance, the electrostatic force in countering
Hooke’s spring force to determine the beam actuation behavior. They may
also be responsible for stiction [30], that is, causing close interaction of
elements (Figure 3.7), to adhere together and, thus, may profoundly change
actuation dynamics [31, 60]. Next, we present several approaches to derive
the Casimir force that provide insight into the nature of this force and intuition
into how to deal with it.

z

A

Figure 3.7 Geometry for Casimir force calculation.
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3.1.3.1 Casimir’s own force calculation
The Casimir force has its origin in the polarization of adjacent material bodies
that are separated by distances of less than a few microns and is the result
of quantum-mechanical fluctuations in the electromagnetic field permeating
the free space between them [25–29]. It may also be traced to the vacuum
fluctuations of a classical real electromagnetic field [32]. In particular, when
the material bodies in question are parallel conducting plates, separated by
free space, the Casimir force is attractive [25]. However, in general whether
the force is attractive or repulsive [33–35] is a function of both the boundary
conditions, in particular, of the specific geometry sampled by the field and the
relationship among the material properties of the plates and the intervening
space.

The surprising aspect of the Casimir force is that it is a macroscopic
observable of the purely quantum-mechanical prediction of zero-point vac-
uum fluctuations [6]. Thus, even when the average electromagnetic field is
zero, its average energy shows fluctuations with small but non-zero value. The
fundamental calculation of the Casimir force entails computing the energy
between the plates with perfectly smooth surfaces and obtaining its gradient.
Since the zero-point vacuum energy, EField = 1

2~
∑

n ωn, diverges, many
techniques have been developed to accomplish this calculation [36, 37]. The
essence of many of these calculations, however, is to compute the physical
energy as a difference in energy corresponding to two different geometries,
for example, the parallel plates at a distance “a” apart and the parallel plates at
a distance “b,” where the limit as b tends to infinity is taken. For flat surfaces,
the infinite part of the energy cancels when the energy difference of the two
configurations is taken.

Casimir [25, 50] began by assuming a cubic box of volume L3 bounded
by perfectly conducting walls and a perfectly conducting square plate placed
inside it, parallel to xy face. Then, he calculated the zero-point energy when
the plate was both a short (I) and a large (II) distance L/2 from the xy
plane. He noticed that in both cases, expressions 1

2

∑
~ω, where the sum-

mation extends over all resonance frequencies of the cavities, are divergent
and devoid of physical meaning, but their difference, δE =

(
1
2

∑
~ω
)
I
−(

1
2

∑
~ω
)
II

, did (and does) have a definite value that can be interpreted as the
interaction between the plate and the face. In his calculation, the zero-point
energies were expressed as [25],

1

2

∑
~ω = ~c

L2

π2

∫ ∞
0

∫ ∞
0

[
1

2

√
k2
x + k2

y +
∞∑
n=1

√
n2
π2

z2
k2
x + k2

y

]
dkxdky

(3.27)
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where, for plates of area L×L and separation z, kx = nxπ/L, ky = nyπ/L,
and kz = nzπ/z. In particular, to every kx, ky, and kz , there correspond two
standing waves, unless ni is zero, in which case there is only one. For large
L, this has no consequence in kx and ky, because they behave as continuous.
By going to polar coordinates in the transverse (xy plane, represented by ℵ),
Casimir expressed Equation (3.27) in one single term as,

1

2

∑
~ω = ~c

L2

π2
· π

2

∞∑
(0)1

∫ ∞
0

(√
n2
π2

z2
+ ℵ2

)
ℵdℵ (3.28)

where the notation (0)1 is meant to indicate that, in the term n = 0, a factor
of 1/2 must be introduced.

This expression is general, that is, it applies for any inter-plate separation
z. For large separations, z, the sum in Equation (3.28) may be converted to an
integral, and the expression for the change in zero-point energy becomes,

δE = ~c
L2

π2
· π

2


∞∑

(0)1

∫ ∞
0

(√
n2
π2

z2
+ ℵ2

)
ℵdℵ

−
∫ ∞

0

∫ ∞
0

√
k2
z + ℵ2ℵdℵ

( z
π
dkz

) (3.29)

To obtain the final result, Casimir multiplied the integrand in Equation (29)
by a function f(k/km), that is, unity for k � km, but tends to zero for
k � km →∞, where km is defined as f(1) = 1/2. This was the introduction
of the famous wavelength cutoff, with the physical meaning that: For short
wavelengths, the plates are not an obstacle, and consequently, the zero-point
energy is not influenced by their position. To continue, Casimir made the
change of variable u = z2ℵ2/π2 in Equation (3.29), which allowed him to
express it as,

δE = L2~c
π2

4z3


∞∑

(0)1

∫ ∞
0

(√
n2 + u

)
f

(
π

√
n2 + u

zkm

)
du

−
∫ ∞

0

∫ ∞
0

(√
n2 + u

)
f

(
π

√
n2 + u

zkm

)
dudn

 (3.30)
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This form was amenable to exploiting the Euler–Maclaurin series,

∞∑
(0)1

F (n)−
∫ ∞

0
F (n)dn = − 1

12
F ′(0) +

1

24× 30
F ′′′(0) + · · · (3.31)

He then turned Equation (3.30) into Equation (3.31), by making the substitu-
tion w = u+ n2, which allowed him to define F (n) as,

F (n) =

∫ ∞
n2

w1/2f

(
wπ

akm

)
dw (3.32)

From this equation, the derivatives of F (n) in the Euler–Maclaurin series
were evaluated, to give: F ′(n) = −2n2f(n2π/akm), so F ′(0) = 0, and
F ′′′(0) = −4. From this, the energy per plate area was found to be,

UCasimir(z) = −π
2~c

720

1

z3
(3.33)

Finally, the Casimir force is evaluated as the gradient of the energy in the
inter-plate direction, to give Casimir’s formula,

F 0
Cas

A
= −π

2~c
240

1

z4
(3.34)

Casimir gave this result the following interpretation: “There exists a
force of attraction between two metal plates which is independent of the
material of the plates as long as the distance is so large that for wavelengths
comparable with that distance the penetration depth is small comparable with
that distance. The force may be interpreted as the zero-point pressure of
electromagnetic waves.”

For planar parallel metallic plates with an area A = 1 cm2 separated by a
distance z = 0.5 µm, the Casimir force is 2× 10−6N .

3.1.3.2 Lifshitz’ calculation of the casimir force
Lifshitz’ approach was to calculate the molecular forces of attraction between
two parallel solids separated by a medium of length l [50]. In this context,
the problem could be approached in a purely macroscopic fashion, since the
distance between bodies could be assumed to be large compared to the inter-
atomic distance. The interaction of the bodies is then regarded as occurring
by way of a fluctuating electromagnetic field. This field, in addition to being
always present in the interior of any absorbing medium, also extends beyond
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Figure 3.8 Lifshitz geometry. 1 and 2 represent solid bodies, 3 represents the medium
between them, and l represents the distance between the bodies.

its boundaries in the form of traveling waves, radiated by the boundaries, and
partially in the form of standing waves which are damped exponentially as
one moves away from the surface of the body (Figure 3.8).

Lifshitz emphasized that this field does not vanish even at absolute zero,
at which point it consists of the zero-point fluctuations of the radiation field.
These facts endowed the analysis with a number of features. Firstly, it lends
validity to the results at all temperatures; secondly, it takes into account
retardation effects, which become prominent for large separation between the
bodies; and thirdly, in the limiting case of rarefied media (bodies), it leads to
the same results obtained by considering the interaction of individual atoms.

The first step in Lifshitz’ calculation was to determine the fluctuating field
[50]. This made use of Rytov’s theory [51], which was based on introducing
into Maxwell’s equations a random field, as “forcing” function. In partic-
ular, according to this theory, in a dielectric, non-magnetic medium, these
equations for a monochromatic field ∼ e−iωt take the form,

∇× ~E = i
ω

c
~H (3.35)

∇× ~H = −iω
c
ε ~E − iω

c
~K (3.36)

where ε(ω) is the complex dielectric constant and K is the random field.
The fundamental characteristic of K is the correlation function between
components of K at two points in space, which is given by Rytov as,

Ki(x, y, z)Kk(x
′, y′, z′) = Aε′′(ω)δ(x− x′)δ(y − y′)δ(z − z′) (3.37)
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and

A = 4~
(

1

2
+

1

e~ω/T − 1

)
= 2~ coth

~ω
2T

(3.38)

where T is temperature and ε′′ is the imaginary part of ε. The link to the
problem geometry is captured by representing the function K(x, y, z) by a
Fourier integral of the form,

K(x, y, z) =

∫ ∞
−∞

g(~k)ei~q·~r cos kzzd~k (3.39)

where q is taken as a two-dimensional vector with components kx and ky
so that k2 = k2

z + q2, and r is the radius vector in the xy plane. In Equa-
tion (3.39), the Fourier coefficient g(k) is given by the correlation function
corresponding to the spatial correlation,

gi(~k)gk(~k′) =
Aε′′

4π3
δikδ(~k − ~k′) (3.40)

Having found an explicit form for the random functionK, Lifshitz solved
Maxwell’s equations subject to the boundary conditions imposed by the
geometry (Figure 3.8) and then matched the solutions at the interfaces. In
medium 1, the solution was found as,

~E1 =

∫ ∞
−∞

{
~a1(~k) cos kzz + i~b1(~k) sin kzz

}
ei~q·rd~k

+

∫ ∞
−∞

~u1(~q)ei~q·~r−is1·zd~q (3.41)

and

~H1 =
c

ω

∫ ∞
−∞
{(~q × ~a1 + kz(~n×~b1) cos kzz) + i(~q ×~b1)

+kz(~n× ~a1) sin kzz}ei~q·~rd~k

+
c

ω

∫ ∞
−∞
{~q × ~u1 − ~s1(~n× ~u1)}ei~q·~r−is1zd~q (3.42)

where n is a unit vector in the direction z, and

s1 =

√
ω2

c2
ε1 − q2 (3.43)
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the positive root is taken. The first terms of Equations (3.41) and (3.42)
represent the inhomogeneous solution, that is, due to the forcing function
K, with coefficients given by,

~a1 =
1

ε1

(
k2 − ω2ε1

c2

) (ω2

c2
ε1~g1 − ~q(~q · ~g1r)− k2

zg1z~n

)
(3.44)

~b1 = − kz

ε1

(
k2 − ω2ε1

c2

) [~n(~q · ~g1r) + qg1r] (3.45)

where two-dimensional vectors in the xy plane have been given the sub-
script r. The second integrals in Equations (3.41) and (3.42) represent the
homogeneous solution to Maxwell’s equations (i.e., K = 0) and are inter-
preted as describing the plane wave reflected from the boundary of the
medium, with the condition for transversality of these waves given by,

~u1r · ~q − s1u1z = 0 (3.46)

The solution in medium 2 are identical to those in medium 1, except that they
are “displaced,” by replacing cos kzz, sin kzz by cos kz(z− l), sin kz(z− l)
and changing the sign of s, the reflected waves, which now propagate in the
positive z direction.

The solutions in the space between the bodies, 3, (Figure 3.8) are found
by assuming ε = 1 and K = 0 and have the form,

E3 =

∫ ∞
−∞

{
~v(~q)eipz + ~w(~q)e−ipz

}
ei~q·~rd~q (3.47)

~H3 =
c

ω

∫ ∞
−∞

{
~q × ~v + ~p(~n× ~v)eipz + (~q × ~w)

−p(~n× ~w)e−ipz
}
ei~q·~rrd~q

(3.48)

here,

p =

√
ω2

c2
− q2 (3.49)

and v and w satisfy the transversality conditions,

~vr · ~q + pvz = 0, ~wr · ~q − pwz (3.50)
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The formulation of the problem is completed by specifying the boundary
conditions as continuity of E and H at the interfaces z = 0 and z = l. At
z = 0, they take the form,∫ ∞

−∞
a1rdkz + ~u1r = ~vr + ~wr (3.51)∫ ∞

−∞
(~qa1z − kzb1r)dkz + ~qu1z + s1u1z + s1u1r

= ~q(vz + wx)− ~p(vr − wr) (3.52)

At z = l, they take the same form, except that s1, a1, b1, v, and w are replaced
by s2, a2, b2, ve

ipl, and we−ipt, respectively.
Solution of the Maxwell’s equations subject to the boundary and con-

tinuity conditions yields all the field amplitudes, where the quantity q runs
through values from zero to infinity, and is interpreted as corresponding to
undamped plane waves in the region 3, between the two bodies, while p runs
through real values from w/c to zero, and purely imaginary values from zero
to i∞, and is interpreted as referring to exponentially damped plane waves.

The force of attraction F between the two bodies is then calculated as the
zz component of the Maxwell stress tensor. This component is expressed as,

F =

∫ ∞
0

Fωdω =
1

4π

∫ ∞
0

{
E

2
3r +H

2
3r − E

2
3z −H

2
3z

}
z=0

dω (3.53)

where the bar over a symbol signifies a statistical averaging to which the
Fourier component g of the random field must be subjected. What follows
in Lifshitz’ derivation is a tour de force in the analytical evaluation of the
integral. After a number of transformations, he manages to express Fw as,

Fω =
~

4π2
coth

~ω
2T
×
∫
p2dp

{[
(s1 + p)(s2 + p)

(s1 − p)(s2 − p)
e−2ipl − 1

]−1

+

[
(s1 + ε1p)(s2 + ε2p)

(s1 − ε1p)(s2 − ε2p)
e−2ipl − 1

]−1

+
1

2

}
+ c.c. (3.54)

where c.c. means the complex conjugate of the first term, and the integration
over p is to be carried out in the plane of the complex variable p, over the
segment (w/c, 0) of the real axis and over the upper half of the imaginary
axis. While the above formula captures the monochromatic Maxwell stress
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tensor Fw, at any temperature, it is the following T = 0 formula that has
become the hallmark of Lifshitz’ calculation [50, 52],

F =
~

2π2c3
×
∫ ∞

0

∫ ∞
1

p2ξ3

{[
(s1 + p)(s2 + p)

(s1 − p)(s2 − p)
e2pξl/c − 1

]−1

+

[
(s1 + pε1)(s2 + pε2)

(s1 − pε1)(s2 − pε2)
e2pξl/c − 1

]−1
}
dpdξ (3.55)

where ω = iξ for imaginary values of ω, and ε1 and ε2 are to be taken
as real functions of ε1(iξ) and ε2(iξ). This formula makes it possible to
compute the force F for any separation l and materials, including dielectrics,
if the functions ε(iξ) are known for both bodies. This latter function can be
expressed as,

ε(iξ)− 1 =
2

π

∫ ∞
0

ωε′′(ω)

ω2 + ξ2
dω (3.56)

The crux of Lifshitz’ approach to the above calculations is the determina-
tion of electromagnetic field between the bodies and the computation of the
corresponding Maxwell stress tensor [50, 52].

3.1.3.3 Casimir force calculation of brown and maclay
Brown and Maclay [53] calculated the Casimir force between two bodies
(conducting parallel plates) by obtaining the stress–energy tensor Tµv(x)
from the definition,

Tµv(x) = lim
ε→0

(
1 +

1

4
ελ

∂

∂ελ

)
Tµv(x, ε) (3.57)

where

Tµv(x, ε) = Fµλ
(
x+

1

2
ε

)
F vλ

(
x− 1

2

)
−1

4
gµvF λk

(
x+

1

2

)
Fλk

(
x− 1

2

)
(3.58)

is the quantum electrodynamic stress tensor. In particular, the stress–energy
tensor was defined so that infinite quantities never appeared, and it was
explicitly computed with the aid of an image-source construction of the
Green’s function.
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Considering first the situation at zero temperature, the Green’s function
was constructed with an infinite sequence of current-pulse image sources
displaced along the z-axis, but which exist at a common infinitesimal time
duration. Due to the special symmetry of the parallel-plate geometry, which
has pairs of sources at equal distances from a given plate, no retardation was
required for their radiation pulses to reach the plates simultaneously. The
constructed Green’s function is,

Gµv;λκ
+ (x, x′) = 〈iT ∗(Fµv(x))F λκ(x′)〉〈0〉

= dµv;λκ
∞∑

l=−∞
D+(x− x′ − 2alaz)− dµv;λκ

∞∑
l=−∞

D+(x− x′ − 2alaz) (3.59)

where azµ = (0, 0, 0, 1) is a four vector and gµv is the metric tensor with
signature, (−1, 1, 1, 1),

Dµv;λκ
+ (x− x′) = dµv;λκD+(x− x′) (3.60)

dµv;λκ = ∂µ∂
′λgvκ − ∂v∂′λgµκ + ∂v∂

′κgµλ − ∂µ∂′κgvλ

(3.61)

and the zero-mass propagator is given by,

D+(x) = i

∫
d~k

(2π)3

1

2|k|
ei
~k.~r−i|k||t| =

i

4π2

1

x2 + iε
(3.62)

Each term in the sum corresponds to a particular reflection of the original
source pulse by one of the plates, and since an infinite number of such
reflections is possible, the sums contain an infinite number of image terms.
Then, the stress tensor is given by,

〈Tµv〉 = (−i)Gµλ;vλ(x, x)− 1

4
gµv(−i)Gλκ;λκ(x, x)

= −∂µ∂v
∞∑

l=−∞
(−i)D+(x− x′ − 2alaz)|z=z′

(3.63)

where according to Equation (3.63), it is implicit that the vacuum contribution
to the Green’s function is omitted, so that the value l = 0 is excluded from
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the sum. It turns out that due to the massless nature of the photon, the theory
contains no intrinsic unit of length and is invariant under scale transforma-
tion of the electromagnetic field strength. Consequently, this invariance is
manifested in the vanishing of the trace of the stress–energy tensor, that is,

Tµµ (x) = 0 (3.64)

Under these circumstances, Brown and Maclay [53] find that,

〈Tµv〉〈0〉 =

(
1

4
gµv − azµazv

)
(~c/a4)γ (3.65)

in which γ is a pure number, with numerical value,

γ =
1

2π2

∞∑
l=1

l−4 =
1

2π2
ζ(4) =

π2

180
(3.66)

This results in the energy density between the plates,

〈T 00〉〈0〉 = −1

4
(~c/a4)γ = −

(
π2

720

)
·
(
~c
a4

)
(3.67)

and the pressure between the plates as,

〈T 33〉〈0〉 = −3

4
(~c/a4)γ = −

(
π2

240

)
·
(
~c
a4

)
(3.68)

which is the Casimir force result.

3.1.3.4 Casimir force calculations for arbitrary geometries
Due to its impact in a wide variety of devices, there is a strong interest in
schemes for computing Casimir forces in systems with arbitrary geometries.
This was the aim of the works advanced by Emig et al. [54], Milton and
Wagner [55], Reid et al. [56], Rodriguez et al. [57], McCauley et al. [58], and
Babington and Scheel [59].

3.1.3.4.1 Computing the casimir energy based on multipole
interactions

The multipole expansion approach has been recently applied by Emig
et al. [54], as an exact way for computing the Casimir energy between
arbitrary compact objects, either dielectrics or perfect conductors. The devel-
opment, which is not new, as indicated by Milton and Wagner [55], entailed
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computing the energy as an interaction between multipoles generated by
quantum current fluctuations. In particular, the objects’ shape and compo-
sition was captured only through their scattering matrices. In this context, the
Casimir energy was given by [54],

E =
~c
2π

∫ ∞
0

dκ log det(I − U−T 2U+T 1) (3.69)

in terms of universal matrices U− and U+, representing the interaction
between multipoles, and T-matrices, related to the scattering matrices of the
objects 1 and 2 and capturing their shape and material properties. Examples
of the Casimir energy between two dielectric spheres and the full interaction
at all separations for perfectly conducting spheres were given. In principle,
the method was claimed to be applicable to dielectric objects of any shape,
whose T matrix can be obtained by integrating the standard vector solutions
of the Helmholtz equation in dielectric media over the object’s surface. In
addition, both the analytical and numerical results that are available for many
shapes can be exploited.

An efficient algorithm, following the approach being discussed, was
recently applied to perfectly conducting non-spheroidal, non-axisymmetric
objects and objects with sharp corners [56]. The algorithm departs from,

E = − ~c
2π

∫ ∞
0

dκ log
Z(κ)

Z∞(κ)
(3.70)

with,

Z(κ) =

∫
D~J(~x)e−(1/2)

∫
dx
∫
d~x′ ~J(~x)·Gx(~x, ~x′) · ~J(~x′) (3.71)

where the functional integration extends over all possible current dis-
tributions J(x) on the surfaces of the objects and where Gx =[
1 + 1

κ2∇⊗∇′
]
e−κ|x−x

′|

4π|x−x′| is the dyadic Green’s function at frequency iω =

cκ.Z∞ is Z computed with all objects removed to infinite separation [55].
A computationally tractable version of Equation (3.71) was developed by
expressing the current distribution in a discrete basis, ~J(~x) =

∑
Jim ~fim(~x),

where i = 1, . . . , N0 ranges over the objects in the geometry and m =
1, . . . , Ni ranges over a set of Ni expansion functions defined for the ith
object. This resulted in the below equation,

E = +
~c
2π

∫ ∞
0

dκ log
detM(κ)

detM∞(κ)
(3.72)
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where the matrix elements of M(κ) are the interactions between the basic
functions,

Mαβ(κ) =

∫ ∫
~fα ·Gκ · ~fβd~xd~x′ (3.73)

The z-directed Casimir force on the ith object is given by [56],

Fz,i = − ~c
2π

∫ ∞
0

dκ
∂

∂zi
ln

detM(κ)

detM∞(κ)
(3.74)

3.1.3.4.2 Computing the casimir force using finite-difference
time-domain techniques

For engineering applications, techniques that are familiar to the engineering
community are essential. This is the case of a method recently introduced by
Rodriguez et al. [57, 58] to compute Casimir forces in arbitrary geometries
and for arbitrary materials based on the FDTD approach. This method cap-
tures the time evolution of electric and magnetic fields in response to a set of
current sources in a modified medium with frequency-independent conduc-
tivity. In contrast to the above method, this approach has the advantage that it
allows the exploitation of existing FDTD software, without modification, to
compute Casimir forces.

The method exploits the fact that the Casimir force on a body enclosed by
any closed surface S can be expressed [60] as an integral over S of the mean
electromagnetic stress tensor 〈Tij(~r, ω)〉, where r denotes spatial position
and ω frequency. The electromagnetic stress tensor, in turn, is related to
the Casimir force by Ref. [57]. The details of the numerical algorithm for
computing the Casimir force, rather convoluted, are given by,

Fi =

∫ ∞
0

dω

∮
S

∑
j

〈Tij(~r, ω)〉dSj (3.75)

where i is the direction of the force. To compute the stress tensor, it is
expressed in terms of the correlation functions 〈Ei(~r, ω)Ej(~r

′, ω)〉 and
〈Hi(~r, ω)Hj(~r

′, ω)〉 by,

〈Tij(~r, ω)〉 = µ(~r, ω)

[
〈Hi(~r)Hj(~r)〉ω −

1

2
δij
∑
k

〈Hk(~r)Hk(~r)〉ω

]

+ ε(~r, ω)

[
〈Ei(~r)Ej(~r)〉ω −

1

2
δij
∑
k

〈Ek(~r)Ek(~r)〉ω

]
(3.76)
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Expressing both the electric and magnetic field correlation functions as
derivatives of a vector potential operator ~AE(~r, ω), defined as,

Ei(~r, ω) = −iωAEi (~r, ω) (3.77)

µHi(~r, ω) = (∇×)ijA
E
j (~r, ω) (3.78)

in which the superscript indicates that E is obtained as a time-derivative of
A, it is possible to exploit the fluctuation–dissipation theorem to relate the
correlation function of AE to the photon Green’s function GEij(ω;~r, ~r ′), as,

〈AEi (~r, ω)AEj (~r ′, ω)〉 = −~
π

Im GEij(ω,~r, ~r
′) (3.79)

In Equation (3.79), GEij(ω,~r, ~r
′) represents the vector potential AEi in

response to an electric dipole current J along the aej direction, which is
obtained from the solution to the equation,[

∇× 1

µ(~r, ω)
∇×−ω2ε(~r, ω)

]
GEj (ω;~r, ~r ′) = δ(~r − ~r ′)aej (3.80)

Once GEij is obtained, Equations (3.77) and (3.78) are combined with Equa-
tion (3.79) to express the field correlation functions at points r and r′ in terms
of the photo Green’s function, to obtain,

〈Ei(~r, ω)Ej(~r
′, ω)〉 =

~
π
ω2 Im GEij(ω,~r, ~r

′) (3.81)

as expressed in Ref. [57]. The approach, once implemented, has been applied
to a number of unusual geometries (Figure 3.9).

3.1.3.4.3 Computing the casimir force using the framework
of macroscopic quantum electrodynamics

Since it is expected that future nanoelectromechanical quantum circuits and
systems will exploit economies of scale, that is, to be dense systems, it is
essential to develop approaches to computing the Casimir force in the context
of configurations of multiple objects. This, in fact, was the aim of a recently
presented approach by Babington and Scheel [59], where they developed an
expression for the general Casimir force in an N-sphere system (Figure 3.10).

The approach employed the canonical stress tensor to calculate the resul-
tant force on one of the spheres in the configuration. The stress–energy tensor
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h

vacuum
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d

(b)

(c)

(a)

dh

Figure 3.9 Nontrivial geometries for which Casimir forces were calculated using the
FDTD method. (a) Parallel cylinders, (b) long silicon waveguides suspended in air, and
(c) cylindrically symmetric piston.

utilized was the standard vacuum expression (which is consistent with the
Lorentz force law), given by [59],

Tij(x) = Ei(x)Ej(x) +Bi(x)Bj(x)− 1

2
δij
(
|E(x)|2 + |B(x)|2

)
(3.82)

where it is assumed that the following limits for the initial and final points are
being taken,

lim
x1→x2

E(x1)E(x2) = E(x2)E(x2) (3.83)
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Sphere 1

Sphere 2
Sphere 3

Sphere N

…

Σ1 ΣΝ

Σ2
Σ3

r[1,2]

r[1,3] r[2,N]

r[1,N]

r[3,N]

r[2,3]

Figure 3.10 The N -Sphere system consists of N dielectric spheres of radii R[1], . . . ,R[N]
each centered onN separate coordinate systems

∑
1, . . . ,

∑
N, all contained in a background

dielectric.

lim
x1→x2

B(x1)B(x2) = B(x2)B(x2) (3.84)

from which the scattering correlation functions for the electric field are
evaluated as,

lim
y→x

Ei(x)Ej(y) =

∫ ∞
0

dωdω′〈Eouti (x;ω)+Einj (y;ω′)〉 (3.85)

and similarly for magnetic fields. The force on sphere 1, exerted by the other
N − 1 spheres, is then given by,

Fj(1|N − 1) =

∫
B2

d3x∇iTij(x) (3.86)

where the volume B2 is the ball that has the two-dimensional sphere as its
boundary.

In calculating Equation (3.86), a multiple scattering approach was used
to determine the fields on the sphere where the force was being determined,
as a function of the scattered fields in all the other spheres. This entailed
constructing the scattering two-point function by writing the fields in a mode
decomposition of spherical vector wave functions, in which the “in” and
“internal” states are regular at the ith-sphere origin, while the “out” states
are outgoing modes falling off at infinity. In particular, they are eigenfunction
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modes with respect to the ith-sphere of the radial eigenfunctions, represented
by spherical Bessel and Hankel functions. The approach was demonstrated
by evaluating the Casimir force between two and three spheres at zero and
finite temperature.

3.1.3.5 Corrections to ideal casimir force derivation
In practice, of course, the shape of material bodies may neither be cubical nor
be perfectly smooth, and their conductivity is not infinite. Therefore, many
corrections for the Casimir force, derived from experiments that measure it
under various conditions, such as effecting normal displacement between a
sphere and a smooth planar metal and between parallel metallic surfaces, as
well as, effecting lateral displacement between a sphere and a sinusoidally
corrugated surface, have been performed [39–43].

Corrections to the ideal expression (Equation 3.28) have been introduced
to account for certain deviations. For example, for the sphere-plate geometry,
the zero-temperature Casimir force is given by,

F 0
Cas Sphere−Plate(z) = − π3

360
R
~c
z3

(3.87)

where R is the radius of curvature of the spherical surface.
Similarly, to include the finite conductivity of the metallic boundaries,

two approaches have been advanced. In the first one, the force is modified as
[44, 45],

F 0,σ
Cas(z) = F 0

Cas Sphere−Plate(z)

[
1− 4

c

zωp
+

72

5

(
c

zωp

)2
]

(3.88)

where ωp is the metal plasma frequency [46]. In the second one, obtained by
Lifshitz [47], the correction is ingrained in the derivation of the Casimir force
and is given by,

F 0,σ
Cas(z) = −R~

πc3

∫ z

0
dz′
∫ ∞

0

∫ ∞
1

p2ξ3dpd ξ

×


[

(s+ p)2

(s− p)2 e
2pξz
c − 1

]−1

+
[

(s+ pε)2

(s− pε)2 e
2pξz
c − 1

]−1


(3.89)

where s =
√
ε− 1 + p2, ε(iξ) = 1 + 2

π

∫∞
0

ωε′′(iξ)
ω2+ξ2 dω is the dielectric

constant of the metal, ε′′ is the imaginary component of ε, and ξ is the
imaginary frequency given by ω = iξ.
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Corrections due to nonzero temperature yield [28],

F TCas(z) = F 0
Cas(z)

[
1 +

720

π2
f(ζ)

]
(3.90)

where ζ = kBTz/~c, kL is the Boltzmann constant, T is the absolute
temperature, and

f(ζ) ≈

{
(ζ3/2π)ϑ(3)− (ζ4π2/45), for ζ ≤ 1/2

(ζ/8π)ϑ(3)− (π2/720), for ζ > 1/2
(3.91)

with ϑ(3) = 1.202 . . . .
Roy and Mohideen [48] included the effects of surface roughness, which

changes the surface separation, by replacing the flat plate with a spatial
sinusoidal modulation of period λ, and the energy averaged over the size of
the plates, L, to obtain,〈

UCasimir

(
z +A sin

2πx

λ

)〉
= −π

2~c
720

1

z3

∑
m

Cm

(
A

z

)m
(3.92)

where A is the corrugation amplitude. The corresponding Casimir force is
given by the so-called force proximity theorem [49] relating the parallel-plate
geometry and the sphere-plate geometry,

FCas Roughness = 2πR〈UCas Roughness〉 (3.93)

For λ� L and z + z0 > A, where z0 is the average surface separation after
contact due to stochastic roughness of the metal coating, they suggest the
following coefficients in Equation (3.92): C0 = 1, C2 = 3, C4 = 45/8, C6 =
35/4. A more accurate and general model for stochastic surface roughness,
advanced by Harris et al. [36], includes the effects of surface roughness, by
replacing the flat plate with the mean stochastic roughness amplitude A, to
obtain,

F rCas(z) = F 0
Cas(z)

[
1 + 6

(
A

z

)2
]

(3.94)

whereA is derived from direct measurements via an atomic force microscope
(AFM).

3.1.4 Radiation Pressure Actuation

As is well known, electromagnetic (EM) radiation carries energy as it propa-
gates [17]. In particular, the energy flux Watts/m2 transported by an EM wave
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propagating in free space is given by the Poynting vector (Equation 3.95),

~S =
1

µ0

~E × ~B (3.95)

where Ē and B̄ are the instantaneous electric and magnetic field vectors,
respectively, and µ0 is the permeability of free space. The portion of this
energy, U , that is totally absorbed by an object on which the wave impinges,
exerts a pressure on the object, called radiation pressure, manifested as the
transfer of a momentum of magnitude, p, given by [17].

p =
U

c
(3.96)

where c is the speed of light. This momentum is experienced by the object
in the direction of the incident light beam. On the other extreme, when the
light is totally reflected by the object, the amount of momentum exerted on
the object is twice that given in Equation (3.96) [17].

A planar mirror, with 100% reflection, having an area A = 1 cm2, and on
which a parallel light beam with an energy flux S = 5 Watts/cm2 impinges
for a period t of 1 hour, will reflect an energy given by,

U = (5 Watts/cm2)× (1 cm2)× (3600 sec) = 1.8× 104 Joules (3.97)

and experience a momentum given by,

p =
2U

c
=

2× 1.8× 104 Joules
3× 108 meters/sec

= 1.2× 10−4kg-m/sec (3.98)

This is equal to experiencing an average force,

F =
p

t
=

1.2× 10−4kg-m/sec
3600 sec

= 3.33× 10−8N (3.99)

This force is, clearly, too small to be of noticeable or of consequence to
macroscopic objects, like human beings.

When the light beam’s power impinging upon an object is set toP , and the
reflection from the object is neither zero nor one, say a quantity, 0 ≤ q ≤ 1,
then the radiation force on the object takes the form [62],

F =
2qP

c
(3.100)
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In the context of submicron and atomic scale objects, the radiation pressure-
derived force was employed in 1970 to accelerate and trap atomic parti-
cles [62]. Ashkin, the scientist who performed such experiments for the first
time, was honored with a Nobel Prize in Physics in 2018. Next, we review
some aspects of Ashkin’s original work.

3.1.4.1 Radiation pressure manipulation of particles
An experiment demonstrating the manipulation of spherical transparent latex
particles of diameters 0.59 µm, 1.31µm, and 2.68 µm, freely suspended in
water, was carried out by Ashkin [62] (Figure 3.11).

The experimental setup (Figure 3.11) utilized as the light source the
TEM00-mode beam of an argon laser of radiusW0 = 6.2 µm and wavelength
λ = 0.514 µm, which was focused horizontally through a glass cell with a
thickness of 120 µm, and manipulated to focus on single particles. Ashkin
observed, in particular, that a beam with milliwatts of power impinging off
center upon a 2.68 µm sphere caused it to be simultaneously drawn into the
beam axis and accelerated in the direction of the light propagation. These
two particle displacements, namely one drawing the particles simultaneously
into the beam axis and along the beam direction of propagation are the result
of forces that derive from the power distribution profile and the refraction
coefficient difference outside and inside the spheres (Figure 3.12). With the
beam maximum power being along the A-axis, the strength of the beam
along a is greater than that along b. Therefore, as seen, the force components
closer to a, namely the deflected light beam forces, F iD and F 0

D, are much
larger than those closer to b, namely the refracted light beam forces, F iR and
F 0
R. Thus, in terms of vectorial components, it is seen that the vector sum

of F iD and F 0
D in the −r direction adds, thereby pulling the sphere upward

towards the A-axis where the larger part of the light intensity lies. Similarly,

2W0 M

Down

Filter

t

Light

Figure 3.11 Geometry of glass cell, t = 120 µm, for observing micron particle motions in
a focused laser beam with a microscope M.

Source: Ref. [62].
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Figure 3.12 A dielectric sphere situated off the A-axis of a TEM00-mode beam and a pair
of symmetric rays a and b. The forces due to a are shown for nH = 1.58 and nL = 1.33. The
sphere moves toward +z and −r.

Source: Ref. [62].

the +z components of F iD and F 0
D add, producing an acceleration of the

sphere in the +z direction. On the other hand, the radial force components
inside the sphere, F iR and F 0

R, accompanying the refracted light tend to
cancel.

As a result of the acceleration experienced by the particles due to the
radiation force, they acquire a velocity v in the water. This velocity is given
by Stokes’ law [51],

v =
2qPr

3cπW 2
0 η

(3.101)

where η is the viscosity of the medium, r �W0. An idea of the magnitude of
v may be obtained by considering a light beam with power P = 19 mW and
beam radius of 6.2 µm, impinging on a sphere of radius 1.34 µm and q =
0.06, submerged in water (η = 10−2P ). Then, following Equation (3.101),
one obtains a velocity v = 29 µm/sec.

3.1.4.2 Radiation pressure trapping of particles
The physics described above pertaining to radiation pressure-induced forces
may be exploited to “trap” or suspend particles is a state of zero velocity; this
was the contribution that won Ashkin the Physics Nobel Prize in 2018. He
accomplished this feat by way of the arrangement shown in Figure 3.13.

Ashkin’s reasoning behind his successful experiment was as follows [62]:
“If one has two opposing equal TEM00 Gaussian beams with beam waists
located as shown in Figure 3.10, then a sphere of high index will be in stable
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2W0

Laser
Beam 1

M

2W0

Laser
Beam 2

Down

Figure 3.13 The trapping of a high index particle in a stable optical well produced by counter
propagating light beams. Observation of the particle through the microscope M verifies its
static nature.

Source: Ref. [62].

equilibrium at the symmetry point as shown (i.e., any displacement gives a
restoring force).” It was observed that particles that drift in the neighborhood
of the beams are drawn in toward the maximum power region and accelerated
to a stable point at which they stop.

It is curious to note that if one of the opposing beams is interrupted, then
the particle moves in the direction of the remaining beam, and that if the
remaining beam is also interrupted or blocked, then the particle moves at
random according to Brownian motion [62].

3.1.4.3 Radiation pressure effect on cantilever beams
The observation of radiation pressure forces on particles is normally ham-
pered by the radiation (laser) power-induced heating of the particles as they
absorb part of the radiation energy [62]. In fact, heating effects, manifested
as a tendency of the particles to move in response to the establishment of a
temperature gradient surrounding them, usually obscures radiation pressure
forces. Ashkin avoided this scenario by utilizing highly transparent particles
in a highly transparent medium, namely water [62].

On the other hand, the effects of radiation-induced heating are more
difficult to counter in the case of a cantilever beam, where the absorbed
optical radiation power may significantly heat up the cantilever beam causing
it to deflect as a result of differential (non-uniform) expansion [18, 63]. This
may be visualized when the radiation force is expressed as,

F =
(2PR + PA)

c
(3.102)
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where PR and PA are the reflected and absorbed radiation powers, respec-
tively [63]. In this context, a technique to enhance the beam response to
the optical radiation, which exploits that modulating the optical radiation
at a frequency high enough that it minimizes the heating effects, has been
advanced [63].

For a cantilever beam of lengthL and spring constant k, with a continuous
laser beam spot impinging at a distance x from the anchor and causing a
reflected power PR and an absorbed power PA, the resulting displacement at
the beam tip is given by [63],

δrad =
(2PR + PA)(a2 − 3a+ 3)

3cka(a− 2)2
(3.103)

where a = x/L and c is the speed of light. Under laser beam ampli-
tude modulation conditions, the resulting root-mean-square (RMS) beam tip
displacement is given by [63],

δradRMS =
1

2
√

2

(2PR + PA)(a2 − 3a+ 3)

3cka(a− 2)2
(3.104)

The properties of radiation pressure-driven cantilever beams have been
studied experimentally by Evans et al. [63] and Ma, Garrett, and Mun-
day [64]. The conceptual setup is captured by the sketch in Figure 3.14. Here,
a laser beam is applied to the lower beam surface (from underneath), and
the deflection of another laser beam impinging on the top beam surface is
measured and processed to extract the oscillation amplitude of the beam. It
is found that the beam vibration spectral density versus frequency depends
on the relationship between the rates at which the beam heats up and cools
off and the modulation frequency of the laser beam inducing the PR and PA
powers. In particular, with the laser beam off, that is, when the beam is ther-
mally driven (by the ambient temperature), its response amplitude is random
and, therefore, captured by its amplitude spectral density, which shows a peak
at its fundamental mechanical resonance frequency (Figure 3.15).

On the other hand, when the modulated laser drives the cantilever beam,
the response is seen to be as shown in Figure 3.16. Here, at low frequencies,
when the modulation frequency of the laser impinging (heating) the cantilever
and causing it to heat up non-uniformly and deflect is so slow that the
beam has time to heat up and cool down between pulses, the photothermal
amplitude is largest; the beam absorbs maximum heat energy, thus attain-
ing maximum deflection, and releases all of the energy, thus reaching its
equilibrium state.
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Figure 3.14 Sketch of laser-driven cantilever beam setup.
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Figure 3.15 Amplitude versus frequency response of thermally driven (laser power is off) of
an aluminum-coated silicon cantilever beam in air. The peak occurs at a frequency of 63.6 kHz
with quality factor, Q = 155.

Source: Ref. [63].
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Figure 3.16 Root-mean-square amplitude versus frequency response of laser-driven can-
tilever beam in air.

Source: Ref. [63].
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As the laser modulation frequency increases, a regime is reached in which
the beam does not have the time to absorb all the heat energy; thus, its
maximum deflection amplitude is less than that at low frequencies, nor to
release all the heat energy, so it does not reach equilibrium. This is the
“photon pressure regime.” Then, for further increases in laser modulation
frequency, the beam has no time to absorb heat energy, and its displacement is
entirely driven by the radiation pressure, that is, there is no contribution from
the laser-induced heating deformation. In this regime, the cantilever beam
temperature is constant. At still higher frequencies, the effect of the ambient
(thermally driven) mechanical resonance begins to appear, and the modulated
laser drive effect is also negligible.

The time-dependent relation between the rate of heating/cooling of the
cantilever beam and the modulation rate of the laser beam (Figure 3.16) is
clearly a low-pass one, captured by a time constant, τ , so that one can express
the frequency dependence of the radiation force as [64],

F (ω) =
F (0)

(1 + iωτ)
(3.105)

and the overall cantilever beam amplitude as,

δrad(ω) =
δrp + δpt(0)/(1 + iωτ)

1 + iωτ
ω9Q
−
(
ω
ω0

)2 (3.106)

where ω0 and Q represent the fundamental mechanical resonance frequency
and quality factor.

3.2 Mechanical Vibration

Examination of the cantilever beam of Figure 3.4 under distributed elec-
trostatic load conditions reveals its similarity to a springboard. Having the
highest load concentration at its tip, one would intuitively expect that the
sudden application or removal of the load would lead to mechanical vibra-
tion of the beam. Indeed, a mechanical system can, in general, vibrate in n
number of modes (geometrical configuration deformations), according to the
degrees of freedom it possesses [18].

The degree of freedom of a mechanical system is given by the number
of parameters required to specify its position. A springboard, for instance,
constrained to move up and down in the z direction has one degree of
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freedom; a rock sliding across the ice sheet in a curling game has three
degrees of freedom, namely the x- and y-displacements of its center of mass
and the angle of rotation about its center of gravity; and a basketball en-route
to the hoop has six degrees of freedom, namely the x-, y-, and z-displacements
of the center of mass and three rotations.

Knowing the number of degrees of freedom of a mechanical system
is important because, in analogy with the familiar first- and second-order
RL/RC, and RLC circuits of circuit theory [18], they determine how the sys-
tem responds to an excitation. In particular, normally the goal of the excitation
is to couple energy to a particular degree of freedom to produce motion in a
particular mode of vibration and not to others. Thus, determining the various
vibration modes of a system enables one to modify its architecture so as to
diminish or suppress excitation energy coupling to undesirable modes.

In general, mechanical systems may be described by a first-, second-,
or nth-order differential equation, depending on whether they are a first-,
second-, or nth-degree system, respectively. As it turns out, the higher the
number of degrees of freedom of a system, the more complicated it becomes
to solve exactly the differential equations describing their motion. Therefore,
systems have been classified as few-degrees-of-freedom and many-degrees-
of-freedom, with simple exact analysis techniques developed for the former,
while specialized approximate techniques are applied to the latter. As a matter
of fact, computer-aided numerical techniques implemented in commercial
software tools have been developed to analyze general mechanical systems.

Some intuition regarding the relation between structural features, that is,
material properties and geometry of a system, may be obtained from simple
and approximate analytical analyses of these systems. We next treat tech-
niques for the analysis of a single-degree-of-freedom system and introduce
the Rayleigh Quotient technique, developed for analyzing a many-degree-of-
freedom system [18].

3.2.1 The Single-Degree-of-Freedom System

For a single-degree-of-freedom mechanical system such as a cantilever beam,
the response to an external excitation force is characterized by three param-
eters, namely its mass, M ; its stiffness, denoted by the “spring constant”
K; and its damping constant, D. In the most simple case, the response is
given by the solution to Newton’s second law, force = mass× acceleration.
Assuming the displacement in the vertical direction is along the z-axis,
and neglecting the gravitational acceleration, if an external z-directed force
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F sinωt is applied, the equation of motion of the beam takes the form,

M
d2z

dt2
+D

dz

dt
+Kz = F sinωt (3.107)

where t denotes the time. This equation states that the z-directed motion
excited by an applied force, F sinωt, is the result of the balance between
the applied force, and the resultant of the impulsive motion, Md2z/dt2, the
viscous damping force experienced by the system once it starts to develop
a speed, Ddz/dt, and the “spring” force Kz, which attempts to return the
system to its equilibrium position. The four terms in Equation (3.107) denote
the force of inertia, the damping force, the spring force, and the external force.
Equation (3.107) is a second-order linear differential equation with familiar
solutions [18]. If the damping can be neglected and the system is unforced,
then Equation (3.107) takes the form,

M
d2z

dt2
+Kz = 0 (3.108)

or
d2z

dt2
= −K

M
z (3.109)

whose most general solution is,

z = A sin t

√
K

M
+B cos t

√
K

M
(3.110)

where A and B are arbitrary constants. Equation (3.110) embodies the time
evolution of the beam’s spatial shape under undamped conditions, one cycle
of which occurs when ωn =

√
K/M , the so-called natural circular frequency

varies through 360◦ or 2π radians [18]. The natural angular frequency, fn, is,

fn =
ωn
2π

=
1

2π

√
K

M
(3.111)

and is measured in cycles per second (Hz). The physical interpretation of this
frequency is that it captures the fact that, left to itself, a system possessing
mass M and spring constant K will vibrate in response to the force exerted
by its own mass. Since no external force is required in order to excite these
vibrations, they are referred to as free vibrations. This frequency, as will
be shown later, is related to the lowest excitation frequency at which the
vibration amplitude of the cantilever beam peaks.
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)b()a(

Figure 3.17 Shape of the first four vibration modes of cantilever: (a) Supported on the left
and free on the right end. (b) Supported on both left and right ends. Lowest mode shape
pictured at the top of the figure.

In general, a mechanical structure has the capability of vibrating at an
infinity of frequencies. The sketch of Figure 3.17 depicts the first four modes
of vibration of a cantilever beam. In practice, constraints may be introduced
to suppress undesired modes.

3.2.2 The Many-Degree-of-Freedom System

Determining the frequencies of the modes at which a many-degree-of-
freedom system vibrates, for example, the interdigitated comb-drive capaci-
tor, from the nth-order differential equation describing their motion is usually
virtually impossible due to the level of complexity that arises. In such cases,
the so-called method of Rayleigh is employed [18].

In the Rayleigh method, instead of solving the equation of motion to
determine the configuration adopted by the system at a vibration mode, an
equation for the vibration mode is assumed. The vibration frequency then can
be calculated in a direct manner from an energy consideration [18]. In partic-
ular, as basic mechanics teaches, the kinetic and potential (elastic) energies of
a mechanical system oscillate back and forth between them, with the rate at
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which this energy oscillation occurs being equal to the vibration frequency of
the given mode. In this process, in the middle of the motion, when the system
passes through its equilibrium configuration, the kinetic energy is maximum
and the potential energy is minimum, but when either extreme position is
reached, there is zero kinetic energy and maximum potential energy. In this
state, the beam is storing all the energy as elastic tension. At any position
between the middle and the extreme, both elastic energy and kinetic energy
are present, adding in fact to a constant sum if the system is isolated. The
vibration or resonance frequency is obtained by equating the kinetic energy
in the middle of a vibration to the elastic energy in an extreme position. First,
the energies are calculated as follows.

Upon reaching the peak displacement, z0, the potential or elastic energy
due to the spring force is

∫ z
0 Kz

′dz′ = Kz2/2. Then, at any instant of
time, the kinetic energy is mv2/2. If we assume that the motion is given
by z = z0 sinωt, then the corresponding velocity is v = z0ω cosωt. On the
other hand, the potential energy at the peak displacement is Kz2

0/2, and the
kinetic energy in the equilibrium position, where the velocity is maximum, is
1/2mv2

max = 1/2mω2z2
0 .

Equating energies we have,

1

2
Kz2

0 =
1

2
mω2z2

0 (3.112)

from which ω2 = K/M , independent from the amplitude z0. In this way,
the lowest or fundamental frequency is given by the so-called Rayleigh’s
Quotient,

ω2 =
1/2Kz2

0

1/2mz2
0

=
Vmax

Tmax
(3.113)

3.2.3 Rayleigh’s Method

Rayleigh’s Quotient was derived based on the motion of a beam’s tip. The
method of Rayleigh generalizes the above procedure to determine the lowest
or fundamental frequency of vibration for a general system that possesses
distributed mass and flexibility [18]. The governing equation of the structure
is given by,

EI
∂4u(z, t)

∂z4
= −µ1

∂2u(z, t)

∂t2
(3.114)

where E, I , and µ1 are the modulus of elasticity, the moment of inertia, and
the mass per unit length, respectively; u(z, t) is the geometrical deformation
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of the structure under vibration; and t is the time. The method relies on assum-
ing the shape for the first normal elastic curve for the mechanical deformation
corresponding to the maximum displacement of the vibration. We assume
that the geometrical deformation of the structure under vibration, u(z, t), is
separable into a product of independent spatial and temporal functions, U(z)
and f(t), respectively. Then, with the continuum vibration given by [18],

u(z, t) = U(z)f(t) (3.115)

a continuum velocity given by

u̇(z, t) = U(z)ḟ(t) (3.116)

and a continuum potential given by

∂u(z, t)

∂z
=
∂U(z)

∂z
f(t) (3.117)

substituting the above equations into Equation (3.117), we obtain,

EI
∂3U(z)

∂z4
= µ1ω

2U(z) (3.118)

and the corresponding potential energy V and kinetic energy T are given by

V =
1

2

∫ L

0
EI

[
∂U(z)

∂z
f(t)

]2

dz (3.119)

and

T =
1

2

∫ L

0
M(z)

[
U(z)ḟ(t)

]2
dz (3.120)

whereM(z) is the distributed mass. The Rayleigh’s quotient is then given by,

ω2 =

∫ L
0 EI

[
∂U(z)
∂z

]2
dz∫ L

0 M(z) [U(z)]2 dz
(3.121)

An application of this procedure may be done as follows. We assume the
spatial profile of the continuum vibration to be given by the curve,

U(z) = z0

(
1− cos

πx

2L

)
(3.122)
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Substituting Equation (3.122) into Equation (3.121), we obtain,

ω2 =

∫ L
0 EI

[
∂U(z)
∂z

]2
dz∫ L

0 M(z)[U(z)]2dz
=

π4

64
EI
L3 z

2
0

µ1z2
0L
(

3
4 −

2
π

) (3.123)

or

ω =
π2

8
√

3
4 −

2
π

√
EI

µ1L4
=

3.66

L2

√
EI

µ1
(3.124)

where µ1 is the mass density per unit length.
Thus, the method of Rayleigh embodies an approximate way for estimat-

ing the frequency of the first mode of vibration of a system, based on an
assumed motion. Whenever the assumed happens to exact, then the method
gives the exact solution for the natural frequency. On the other hand, the
assumption of a constant mass, M, and a motion given by z = z0 sinωt
results in a Rayleigh quotient equal to ω2 = K/M , which is identical to
Equation (3.111).

3.3 Thermal Noise in MEMS/NEMS

While the natural frequencies of vibration of a mechanical structure are
elicited spontaneously by their own weight and give rise to the pristine
geometrical shapes characteristic of every mode, in reality there are two other
sources that induce vibration. These are [65] (i) intrinsic or dissipative noise,
which is driven by internal fluctuations due to the structure’s temperature;
and (ii) extrinsic or non-dissipative noise, which arises when the fluctuations
are driven by externally imposed temperature variations such as in the laser-
driven cantilever beam previously discussed. Next, following Ref. [66], we
expose the fundamental origin of the intrinsic or dissipative noise.

3.3.1 Fundamental Origin of Intrinsic Noise [66]

As is well known, microscopic particles immersed in a fluid held at a finite
temperature will exhibit a random motion, denoted as Brownian motion,
which is due to collisions with the randomly moving atoms and molecules
making up the fluid. In particular, since the motion of the atoms and
molecules obeys kinetic theory, the average translational energy of each
particle equals 3

2kBT , in accord with the equipartition of energy [67].
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Similarly, the atoms in a solid (e.g., a cantilever beam held at a finite
temperature) experience a random motion [46]. This random motion has a
certain frequency distribution which, thus, alters the fundamental vibration
frequencies derived in the previous sections. In addition, in applications
where the cantilever beam is part of, for example, a tuning capacitor, the
random motion will manifest as a random variation in the capacitance which,
in turn, will manifest as a random variation in the frequency it is attempting to
set up. The question, then, is: What is the amplitude and frequency spectrum
of this random vibration due to a finite temperature and how is it related to the
beam properties? The answer to that question, encapsulated in the so-called
fluctuation-dissipation theorem, was derived in 1951 by Callen and Welton
and will be discussed subsequently.

We begin by stating the following preliminaries:

(1) A system in a quantum state with wave function Ψn has an energy En.
(2) The probability that a system at a temperature T occupies an energy En

is given by the Boltzmann factor,

Pn = e
− En
kBT (3.125)

(3) The probabilities of occupancy of the energy levels En, En + ~ω, and
En − ~ω are related by the weighting factor f(E) such that,

f(En + ~ω)

f(En)
=

f(En)

f(En − ~ω)
= e
− ~ω
kBT (3.126)

(4) The density of states as a function of energy is denoted by ρ(E) such
that the number of quantum states between the energy E and the energy
E + δE, in the neighborhood of E, is ρ(E)δE.

(5) A system at an energy state En may effect a transition to an energy level
En + ~ω if it absorbs an energy ~ω, and may effect a transition to an
energy level En − ~ω if it emits an energy ~ω.

At any given time, the occupancy of the energy level En is a result of the
net transition rate.

Now, if the system is unperturbed, the stationary wave functions Ψn are
the solution to the Schrödinger equation,

H0Ψn = EnΨn (3.127)

where H0, assumed to be a function of position q1, . . . qk . . . and momenta
p1, . . . , pk . . . , is the unperturbed Hamiltonian. However, when the system
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is perturbed by, say, a disturbance Q(q1, . . . qk . . . , p1, . . . , pk . . . ), then its
Hamiltonian is given by,

H = H0(. . . pk . . . qk . . . ) + V Q(. . . pk . . . qk . . . ) (3.128)

where V , which may be expressed by,

V = V0 sinωt (3.129)

is a function of time that captures the instantaneous magnitude of the pertur-
bation. Under a perturbation, the wave function of the system Ψ(t) is given
as a linear combination of the stationary wave functions Ψn [68],

Ψ(t) =
∑
n

an(t)Ψn =
∑
n

an(t)Ψ0
n(q)e−

Ent
~ (3.130)

where the coefficients an(t) are obtained by integrating the time-dependent
Schrödinger equation,

HΨ = i~
∂Ψ

∂t
(3.131)

or

H0Ψ + V0 sinωtQΨ = i~
∂Ψ

∂t
(3.132)

Suppose we express Equation (3.132) as,

[H0 + US ]Ψ = i~
∂Ψ

∂t
(3.133)

with

US(q, t) = V0 sinωtQ = V0Q

[
eiωt − e−iωt

2i

]
(3.134)

embodying the perturbing “scattering” potential US that causes the system to
transition from the state n to the state n′. Then, assuming that at the initial
time, t = 0, the system is in state n, so that an(t = 0) = 1, and the state n′ is
unoccupied, so that an′(t = 0) = 0, the probability of the n → n′ transition
is given by,

Pn→ n′ = lim
t→∞
|an′(t)|2 (3.135)

and the transition rate is given by,

Rn→ n′ =
lim
t→∞
|an′(t)|2

t
(3.136)
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Now, to find an(i) one substitutes Equation (3.130) into Equation (3.133),
which results in,

US
∑
n

an(t)Ψ0
ne
−iEnt~ = i~

∑
n

∂an
∂t

Ψ0
ne
−iEnt~ (3.137)

Then, multiplying by Ψ0∗
n′ e

i
En′ t

~ , integrating, and making use of orthogonality
of the wave functions, one obtains,

i~
∂an′

∂t
=
∑
n

Hn′nan(t)ei
[En′−En]t

~ (3.138)

where

Hn′n(t) =

∫ +∞

−∞
Ψ0∗
n′ (q)US(q, t)Ψ0

n(q)dq (3.139)

is the matrix element of the perturbation potential that causes the system to
transition from state n to state n′.

To proceed, Equation (3.138) may be reduced to one term if one assumes
that an(t = 0) = 1 and the occupancy of all other states is negligible. Then,
we have the so-called Born approximation,

i~
∂an′

∂t
= Hn′,nan(t)ei

[En′−En]t

~ (3.140)

which can be solved by integrating, to obtain,

an′(t) =
1

i~

∫ t

0
Hn′n(t)ei

[En′−En]t′

~ dt′ (3.141)

where

Hn′n(t) =

∫ +∞

−∞
Ψ0∗
n′ (q)V0Q(q)

[
eiωt − eiωt

2i

]
Ψ0
n(q)dq

=
V0

2i

∫ +∞

−∞
Ψ0∗
n′ (q)Q(q)eiωtΨ0

n(q)dq

− V0

2i

∫ +∞

−∞
Ψ0∗
n′ (q)Q(q)e−iωtΨ0

n(q)dq

= Hn′ne
iωt −Hn′ne

−iωt

(3.142)
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Now, substituting Equation (3.142) back into Equation (3.141), we obtain,

an′(t) =
1

i~

∫ t

0
Hn′n(t)ei

[En′−En]t′

~ dt′

=
1

i~

∫ t

0
[Hn′ne

iωt −Hn′ne
−iωt]ei

[En′−En]t′

~ dt′

=
1

i~

∫ t

0

[
Hn′ne

i
[En′−En+~ω]t′

~ −Hn′ne
i
[En′−En−~ω]t′

~

]
dt′

=
1

i~
Hn′n

ei
[En′−En+~ω]t

~ − 1

i
[En′−En+~ω]

~

− 1

i~
Hn′n

ei
[En′−En−~ω]t

~ − 1

i
[En′−En−~ω]

~

(3.143)

which, defining,
∆− = En′ − (En − ~ω) (3.144)

and
∆+ = En′ − (En + ~ω) (3.145)

allows us to express,

an′(t) =
1

i~
Hn′n

ei
∆−t
~ − 1
i∆−

~
− 1

i~
Hn′n

ei
∆+t
~ − 1
i∆+

~
(3.146)

as

an′(t) =
1

i~
Hn′n

ei
∆−t
~ − 1
i∆−

~
− 1

i~
Hn′n

ei
∆+t
~ − 1
i∆+

~

=
1

i~
Hn′ne

− i∆
−t

2~ 2
e
i∆−t

2~ − e−
i∆−t

2~

i2∆−

~

− 1

i~
Hn′ne

− i∆
+t

2~ 2
e
i∆+t

2~ − e−
i∆+t

2~

i2∆+

~

an′(t) =
1

i~
Hn′ne

− i∆
−t

2~
sin
(

∆−t
2~

)
∆−t
2~

t

− 1

i~
Hn′ne

− i∆
+t

2~
sin
(

∆+t
2~

)
∆+t
2~

t

(3.147)
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Then, the transition rate,

R− =
lim
t→∞
|a−n′(t)|

2

t
=

lim
t→∞

∣∣∣∣∣∣ 1

i~
Hn′ne

− i∆
−t

2~
sin
(

∆−t
2~

)
∆−t
2~

t

∣∣∣∣∣∣
2

t

=

lim
t→∞
|Hn′n|2

sin
(

∆−t
2~

)
∆−t
2~

2

t2

~2t

(3.148)

Since the (sin(x)/x)2 or sinc(x) function is tall and narrow, it may be used
to represent the Dirac delta function, that is,

δ(∆) =

(
sin
(

∆t
2~
)

∆t
2~

)2

(3.149)

if the area of the expression on the left-hand side of the equality sign is equal
to the area of the expression on the right-hand side. This will occur if,∫ +∞

−∞
δ(∆)d∆ =

∫ +∞

−∞

[
sin
(

∆t
2~
)

∆t
2~

]2

d∆ (3.150)

Transforming variables on the right we have,

α =
∆t

2~
→ 2~

t
α = ∆→ 2~

t
dα = d∆ (3.151)

so, the integral becomes,∫ +∞

−∞
δ(∆)d∆ =

2~
t

∫ +∞

−∞

[
sin(α)

α

]2

dα =
2~π
t

(3.152)

since the integral of the squared sinc(α) function is π. So, we have,∫ +∞

−∞

[
sin
(

∆t
2

)
∆t
2

]2

d∆ =
2π~
t

(3.153)
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Thus, replacing the squared sinc function by,(
sin
(

∆t
2~
)

∆t
2~

)2

=
2~π
t
δ(∆) (3.154)

we have,

R− =
|Hn′n|2 2~π

t δ(∆)t2

~2t
=

2π

~
|Hn′n|2δ(En′ − (En − ~ω)) (3.155)

and similarly,

R+ =
2π

~
|Hn′n|2δ(En′ − (En + ~ω)) (3.156)

Now, with,

Hn′n =
V0

2i

∫ +∞

−∞
Ψ0∗
n′ (q)Q(q)Ψ0

n(q)dq =
V0

2i
Q (3.157)

we have,

R− =
2π

~

∣∣∣∣V0

2i
Q

∣∣∣∣2 δ(En′ − (En − ~ω)) =
πV 2

0

2~
∣∣Q∣∣2 δ(En′ − (En − ~ω))

(3.158)
This is the rate at which the system transitions from an energy state En to a
lower energy state En′ = En − ~ω by emitting an energy ~ω. If the energy
states are infinitesimally close,

R− =
πV 2

0

2~
∣∣〈En − ~ω

∣∣Q∣∣En〉∣∣2 ρ(En − ~ω) (3.159)

and, similarly, for the rate of absorption of an energy ~ω, we have,

R+ =
πV 2

0

2~
∣∣〈En + ~ω

∣∣Q∣∣En〉∣∣2 ρ(En + ~ω) (3.160)

Since the system’s energy increases or decreases depending on whether the
energy ~ω is absorbed or emitted, respectively, the net energy absorbed by
the system per unit time, that is, the power dissipated by it is,

P ′net = ~ω(R+ −R−) =
πV 2

0 ω

2

(∣∣〈En + ~ω
∣∣Q∣∣En〉∣∣2 ρ(En + ~ω)

−
∣∣〈En − ~ω

∣∣Q∣∣En〉∣∣2 ρ(En − ~ω)
)

(3.161)
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In a real system, the likelihood that a state is occupied diminishes at higher
energies. To take this into account, the above equation is multiplied by f(E)
to give the actual power dissipated,

P =
πV 2

0 ω

2

∑
n

(∣∣〈En + ~ω
∣∣Q∣∣En〉∣∣2 ρ(En + ~ω)

−
∣∣〈En − ~ω

∣∣Q∣∣En〉∣∣2 ρ(En − ~ω)
)
· f(En)

(3.162)

As usual [68], the evaluation of summation over n may be replaced with
integration. Doing so, we have,

P =
πV 2

0 ω

2

∫ ∞
0

(∣∣〈E + ~ω
∣∣Q∣∣E〉∣∣2 ρ(E + ~ω)

−
∣∣〈E − ~ω

∣∣Q∣∣E〉∣∣2 ρ(E − ~ω)
)
· ρ(E)f(E)dE

(3.163)

In this way, Callen and Welton showed that the application of a periodic
perturbation to a system results in a dissipation that is quadratic in the
perturbation.

Now, to relate the dissipation to a property of the system, one posits
the applicability of the well-known fact that if the perturbation is small, the
response is proportional to a linear function of it. In particular, the response

Q̇ (current) to an applied force V (voltage) may be expressed by,

V = Z(ω)Q̇ (3.164)

that is, Ohm’s law. This may be related to the instantaneously dissipated
power using,

P = V Q̇ · R
|Z|

(3.165)

that is, the real instantaneous power dissipated is the product of the voltage
and current with the fraction of the impedance that is resistive R/|Z|. On the
other hand, the average power dissipated is given by,

P = Re

{
1

T

∫ T

0
V · Q̇dt

}
= Re

{
1

T

∫ T

0
V0 sinωt · V0 sinωt

Z(ω)
dt

}
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= Re

{
V 2

0

TZ(ω)

∫ T

0
sin2 ωtdt

}
=
V 2

0

T

∫ T

0
sin2 ωtdt · Re

{
1

Z(ω)

}

=
V 2

0

T
· Re

{
1

Z(ω)
· Z
∗(ω)

Z∗(ω)

}
=

V 2
0

2|Z(ω)|2
· Re{Z∗(ω)}

=
V 2

0

T
· R

|Z(ω)|2
(3.166)

Equating Equation (3.166) with Equation (3.163) we obtain,

V 2
0

2
· R

|Z|2
=
πV 2

0 ω

2

∫ ∞
0

(∣∣〈E + ~ω
∣∣Q∣∣E〉∣∣2 ρ(E + ~ω)

−
∣∣〈E − ~ω

∣∣Q∣∣E〉∣∣2 ρ(E − ~ω)
)
· ρ(E)f(E)dE

(3.167)

and, consequently,

R

|Z|2
= πω

∫ ∞
0

(∣∣〈E + ~ω
∣∣Q∣∣E〉∣∣2 ρ(En + ~ω)

−
∣∣〈E − ~ω

∣∣Q∣∣E〉∣∣2 ρ(E − ~ω)
)
· ρ(E)f(E)dE

(3.168)

Next, we expose the fluctuation part of the theorem.

In this case, instead of the system experiencing a response Q̇ as a result
of the applied force, V , it is assumed that the system is not subject to any
externally applied force, but that despite being in equilibrium, it experiences

a spontaneously fluctuating force that causes 〈Q̇ 〉 = 0, but 〈Q̇2〉 6= 0; the
consequence of this is now determined.

To find 〈Q̇2 〉, the mean square fluctuation of the disturbance Q, one
assumes that it is elicited by a spontaneously fluctuating force, V , charac-
terized by 〈V 2〉, its corresponding mean squared fluctuating force. From the
relationship,

V = Z(ω)Q̇ (3.169)

we postulate that,
〈V 2〉 = Z(ω)〈Q̇2〉 (3.170)
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from which we obtain 〈V 2〉. Now, we obtain 〈Q̇2〉, from the definition of
mean square fluctuation,

〈(Q̇− 〈Q̇〉)2〉 = 〈(Q̇2 − 2Q̇〈Q̇〉+ 〈Q̇〉2)2〉 = 〈Q̇2〉 (3.171)

given that we assumed 〈Q̇〉 = 〈En|Q̇|En〉 = 0 for a state En. In turn, for the
mean square fluctuation we have,

〈Q̇2〉 =
∑
m

〈En|Q̇|Em〉〈Em|Q̇|En〉 (3.172)

Now, from the equation for the time derivative of a quantum operator,

〈Q̇〉 =
d〈Q〉
dt

=
1

i~
〈[H,Q]〉 (3.173)

we have,

〈Q̇2〉 = − 1

~2

∑
m

〈En|H0Q−QH0|Em〉 × 〈Em|H0Q−QH0|En〉

= ~−2
∑
m

(En − Em)2|〈En|Q|Em〉|2 (3.174)

Next, denoting,
~ω = |En − Em| (3.175)

the summation over m is replaced by integrals for En < Em and En > Em
to have,

〈En|Q̇
2|Em〉 = ~−2

∫ ∞
0

(~ω)2|〈En + ~ω|Q|En〉|2ρ(En + ~ω)~dω

+ ~−2

∫ ∞
0

(~ω)2|〈En − ~ω|Q|En〉|2ρ(En − ~ω)~dω

= ~ω2

{∫ ∞
0
〈En + ~ω|Q|En〉|2ρ(En + ~ω)

+|〈En − ~ω|Q|En〉|2ρ(En − ~ω)

}
dω (3.176)

In a real thermodynamic system, the fluctuation observed must include the
impact of the occupation factor, f(En), by way of weighting each level En
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and summing over all En levels. This is expressed as,

〈|Q̇2|〉 =
∑
n

f(En)

{
~ω2

∫ ∞
0
|〈En + ~ω|Q|En〉|2ρ(En + ~ω)

+|〈En − ~ω|Q|En〉|2ρ(En − ~ω)

}
dω

(3.177)

As previously done, we can replace summation by integration by multiplying
the integrand by the density of states and integrating; this gives,

〈|Q̇2|〉 =

∫ ∞
0

~ω2

∫ ∞
0

[ρ(E)f(E){|〈E + ~ω|Q|E〉|2ρ(E + ~ω)

+ |〈E − ~ω|Q|E〉|2ρ(E − ~ω)}dE]dω

(3.178)

Finally, utilizing the impedance definition, we have,

〈V 2〉 =

∫ ∞
0
|Z|2~ω2

∫ ∞
0

[ρ(E)f(E){|〈E + ~ω|Q|E〉|2ρ(E + ~ω)

+ |〈E − ~ω|Q|E〉|2ρ(E − ~ω)}dE]

(3.179)

Thus far, expressions for R/|Z|2 and 〈V 2〉, embodying dissipation and
fluctuation, respectively, have been obtained. Observation of the respective
expressions indicates that they contain the following formulas in common,∫ ∞

0
[ρ(E)f(E){|〈E + ~ω|Q|E〉|2ρ(E + ~ω)

± |〈E − ~ω|Q|E〉|2ρ(E − ~ω)}dE]

(3.180)

where the negative sign is associated with R/|z|2 and the positive sign
with 〈V 2〉. Therefore, a relation between dissipation, by way of R(ω), and
fluctuation, by way of 〈V 2〉, is within reach. To make the relation more
explicit, denoting the negative expression by,

C(−) =

∫ ∞
0

[
ρ(E)f(E)

{
|〈E + ~ω|Q|E〉|2ρ(E + ~ω)

−|〈E − ~ω|Q|E〉|2ρ(E − ~ω)

}
dE

] (3.181)
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and noticing that in the second integral |〈E − ~ω|Q|E〉| = 0 for E < ~ω,
when the transformation E → E + ~ω is made in the integration variable,
one gets,

C(−) =

∫ ∞
0

[ρ(E)f(E){|〈E + ~ω|Q|E〉|2ρ(E + ~ω)

− |〈E|Q|E + ~ω〉|2ρ(E + ~ω − ~ω)}dE]

=

∫ ∞
0

[ρ(E)f(E){|〈E + ~ω|Q|E〉|2ρ(E + ~ω)

− |〈E|Q|E + ~ω〉|2ρ(E)}dE]

=

∫ ∞
0

[ρ(E)f(E){|〈E + ~ω|Q|E〉|2{ρ(E + ~ω)− ρ(E)}dE]

=

∫ ∞
0

[
ρ(E)f(E)|〈E + ~ω|Q|E〉|2

ρ(E + ~ω)

{
1− ρ(E)

ρ(E + ~ω)

}
dE

]
=

∫ ∞
0

[
|〈E + ~ω|Q|E〉|2

ρ(E + ~ω)ρ(E)f(E)

{
1− ρ(E)

ρ(E + ~ω)

}
dE

]
(3.182)

Examination of the term, ρ(E)/ρ(E + ~ω), leads to,

ρ(E)

ρ(E + ~ω)
⇒ ρ(E)

ρ(E + ~ω)
· f(E)

f(E)
|E → E − ~ω

⇒ ρ(E − ~ω)

ρ(E − ~ω + ~ω)
· f(E − ~ω)

f(E − ~ω)

⇒ ρ(E − ~ω)

ρ(E)
· f(E − ~ω)

f(E)
· e−

~ω
kT ∼= e−

~ω
kT

(3.183)

where we used,
f(E)

f(E − ~ω)
= e
− ~ω
kBT (3.184)
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and thus we can write,

C(−) =

∫ ∞
0

[
|〈E + ~ω|Q|E〉|2

ρ(E + ~ω)ρ(E)f(E)

{
1− e−

~ω
kBT

}
dE

] (3.185)

or

C(−) =

{
1− e−

~ω
kBT

}∫ ∞
0

[|〈E + ~ω|Q|E〉|2ρ(E + ~ω)ρ(E)f(E)dE]

(3.186)
Employing similar arguments for the positive sign one obtains,

C(+) =
(

1 + e−
~ω
kT

)∫ ∞
0

[{|〈E + ~ω|Q|E〉|2ρ(E + ~ω)ρ(E)f(E)}dE]

(3.187)
Now, reinserting these expressions into those for R/|Z|2 and 〈V 2〉, one
obtains,

R

|Z|2
= πω

(
1− e−

~ω
kT

)
×
∫ ∞

0
[{|〈E + ~ω|Q|E〉|2ρ(E + ~ω)ρ(E)f(E)}dE]

(3.188)

from where it follows that,

|Z|2 =
R

πω
(

1− e−
~ω
kT

)
×
∫ ∞

0
[{|〈E + ~ω|Q|E〉|2ρ(E + ~ω)ρ(E)f(E)}dE]

(3.189)

and

〈V 2〉 =

∫ ∞
0

R× ~ω2
(

1 + e−
~ω
kT

)
×
∫ ∞

0

[{|〈E + ~ω|Q|E〉|2ρ(E + ~ω)ρ(E)f(E)}dE]dω

πω
(

1− e−
~ω
kT

)
×
∫ ∞

0

[{|〈E + ~ω|Q|E〉|2ρ(E + ~ω)ρ(E)f(E)}dE]

(3.190)
or

〈V 2〉 =

∫ ∞
0

R(ω)× ~ω2
(

1 + e−
~ω
kT

)
dω

πω
(

1− e−
~ω
kT

) =

∫ ∞
0

R× ~ω
(

1 + e−
~ω
kT

)
dω

π
(

1− e−
~ω
kT

)
(3.191)
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But,
1 + e−

~ω
kT

1− e−
~ω
kT

= 2

(
1

2
+

1

e
~ω
kT − 1

)
(3.192)

so, we have

〈V 2〉 =
2

π

∫ ∞
0

R(ω)E(ω, T )dω (3.193)

where,

E(ω, T ) =
1

2
~ω +

~ω
e

~ω
kT − 1

(3.194)

The expression for E(ω, T ) is identified as the mean energy of an oscillator
of frequency ω at a temperature T ; this is the frequency distribution we were
after. If the temperature is high, for example, ~ω � kT , then,

E(ω, T ) ≈ kT (3.195)

which implies that, at a given temperature, the frequency spectrum is constant
or white. The average of the square of the voltage fluctuation is then given by,

〈V 2〉 =
2

π
kT

∫ ∞
0

R(ω)dω (3.196)

which is the more familiar Nyquist relationship utilized in electronics noise
calculations.

The key to relating fluctuation to dissipation is that the Boltzmann factor
exp(−~ω/kT ) allows the calculation of the absorption and emission integrals
to be expressed by two factors, namely one that captures absorption, 1 −
exp(−~ω/kT ), or emission, 1 + exp(−~ω/kT ), and thus different for the
two cases, and one factor that is identical in the two cases, which cancels
when relating R/|Z|2 to 〈V 2〉. This is not obvious or intuitive!

3.3.1.1 Amplitude of brownian (random) displacement
of cantilever beam [69]

Going back to the beginning of the previous section, we recall that we are
after the intrinsic or thermal noise of a beam as manifested in its random
displacement at a given temperature, which was found to be related to the
Brownian noise. But the Brownian noise is the fundamental theory that
captures the motion of a small particle immersed in a fluid due to a randomly
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fluctuating force, F (t), with components Fx, Fy, and Fz , such that in, say,
the x-direction, we have,

〈F 2
x 〉 =

2

π
kTη

∫ ωHighest

0
dω (3.197)

where η is the friction (analogous to the resistance R in Equation (3.194)
defining the frictional force,

Frictional Force = −ηv (3.198)

where v is the particle velocity.
The average of the square of the random fluctuating force at a given

temperature, Equation (3.197), is proportional to all the frequencies exhibited
in the motion of the particle. In the case of a beam, this implies the frequencies
of all its vibration modes. Next, we present the random amplitude calculation
of a beam derived by Butt and Jaschke [69] for the two types of beams
usually encountered in applications, namely the singly anchored (cantilever)
one (Figure 3.18) and the doubly anchored one.

The singly anchored beam is characterized by a length, width, and
thickness L, W, and h, respectively, and is made up of a material with a
modulus of elasticity E, as a result of which it exhibits a spring constant,
K = 0.25EWh3/L3.K, as is known by now, enters into the determination of
the beam vibration amplitudes and frequencies, both being derived by solving
the differential equation describing the transversal displacement of the beam,
neglecting damping effects [69],

d2z

dt2
+
Eh2

12ρ

d4z

dx4
= 0 (3.199)

L

h

z
y

x

Figure 3.18 Singly anchored beam.
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where ρ is the beam density. The general solution to this equation is the beam
transversal amplitude vibration, z, given by [69],

z =

∞∑
i=1

Ci sin(ωit+ δi) · Φi (3.200)

where

Φi = (sinαi + sinhαi)
(

cos
αi
L
x− cosh

αi
L
x
)

− (cosαi + coshαi)
(

sin
αi
L
x− sinh

αi
L
x
) (3.201)

and

α4
i =

12ρω2
i L

4

Eh2
(3.202)

In these equations (3.200–3.202), every vibration mode i is characterized by
an amplitude, Ci; a radial frequency, ωi; and a wavelength, L/αi. Due to the
vibration constraints, imposed by the boundary conditions, the parameters αi
and ωi are discrete. In particular, for the singly anchored beam, for which we
have,

Φ(0) = 0
dΦ(0)

dx
= 0 (3.203)

it can be deduced that αi is determined by solving cosαi coshαi = −1,
which leads to the following values,

α1 = 1.88393 α2 = 7469 α3 = 7.85 α4 = 11

αi =

(
i− 1

2

)
π for i ≥ 5

(3.204)

On the other hand, for the doubly anchored beam, the boundary conditions
are,

Φ(0) = 0
dΦ(0)

dx
= 0

Φ(L) = 0
d2Φ(0)

dx2
= 0

(3.205)

from where it can be deduced that αi is determined by solving tanαi =
tanhαi, which leads to the following values,

α1 = 3.93 α2 = 7.07 α3 = 10.21

αi =

(
i+

1

4

)
π for i ≥ 4

(3.206)
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Now, in analogy with the calculation for the random vibration of a particle,
whose average translational energy equals 3

2kBT , in accord with the equipar-
tition of energy, we must calculate the beam displacement energy and also
apply to it the energy equipartition postulate. So, we begin by calculating the
total beam energy,

WT =
EWh3

24

∫ L

0

(
d2z

dx2

)2

dx+
ρWh

2

∫ L

0

(
dz

dt

)2

dx (3.207)

where the first term after the equal sign is its potential energy, the second term
is its kinetic energy, and L is the beam length. Utilizing Equation (3.200),
with Ti ∼= sin(ωit+ δi) and T ∗i ∼= cos(ωit+ δi) for the singly anchored and
the doubly anchored beams, respectively, it can be shown that WT may be
expressed as,

WT =
EWh3

24L3

∞∑
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C2
i α

4
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2
i Ii +

ρWhL

2
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i ω

2
i T
∗2
i Ii (3.208)

If we define qi ∼= CiTi and pi ∼= Mdqi/dt = MωiCiT
2
i , where M = ρWhL

is the total beam mass, then Equation (3.208) may be written in the form of
the harmonic oscillator energy [68], that is,

WT =
K

2

∞∑
i=1

q2
i α

4
i

Ii
3

+
1

2M

∞∑
i=1

p2
i Ii (3.209)

which implies that the total energy is the sum of independent quadratic terms
in qi and pi. For the cantilever beam, the total displacement, that is, including
all modes, is captured by the sum of displacements at its tip, z =

∑
i qiΦi(L).

Since in thermal equilibrium energy equipartition requires that each term be
equal to 1

2kBT , one obtains that,

K

2
q2
i α

4
i

Ii
3

=
1

2
kBT → q2

i =
3kBT

α4
iKIi

(3.210)

and, given q2
i , we can calculate the mean square displacement as,

z2
i = q2

i Φ
2
i (L) = q2

i Φ
2
i (L) (3.211)

or

z2
i =

kBT

K

3Φ2
i (L)

α4
i Ii

(3.212)
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The fraction Φ2
i (L)/Ii = 4 is obtained by [69] as follows. From Equa-

tion (3.201), given,

Φi = (sinαi + sinhαi)
(

cos
αi
L
x− cosh

αi
L
x
)

− (cosαi + coshαi)
(

sin
αi
L
x− sinh

αi
L
x
) (3.213)

substituting x = L we get,

Φi(L) = (sinαi + sinhαi)
(

cos
αi
L
L− cosh

αi
L
L
)

− (cosαi + coshαi)
(

sin
αi
L
L− sinh

αi
L
L
)

= (sinαi + sinhαi)(cosαi − coshαi)

− (cosαi + coshαi)(sinαi − sinhαi)

= 2 cosαi sinhαi − 2 sinαi coshαi

(3.214)

Then, taking the square of Φi(L), we get,

Φ2
i (L) = (2 cosαi sinhαi − 2 sinαi coshαi)

2

= 4(cosαi sinhαi − sinαi coshαi)
2

→ Φ2
i (L)

4
= (cosαi sinhαi)

2 − 2 cosαi sinhαi · sinαi coshαi

+ (sinαi coshαi)
2

= cos2 αi sinh2 αi + sin2 αi cosh2 αi

− 2 cosαi sinhαi · sinαi coshαi

(3.215)

but, since for a singly anchored beam we have that cosαi coshαi = −1, this
equation becomes,

Φ2
i (L)

4
= cos2 αi sinh2 αi + sin2 αi cosh2 αi

− 2 cosαi coshαi sinαi sinhαi

= cos2 αi sinh2 αi + sin2 αi cosh2 αi − 2(−1) sinαi sinhαi

= cos2 αi sinh2 αi + sin2 αi(1 + sinh2 αi) + 2 sinαi sinhαi

= cos2 αi sinh2 αi + sin2 αi + sin2 αi sinh2 αi + 2 sinαi sinhαi

= (cos2 αi + sin2 αi) sinh2 αi + sin2 αi + 2 sinαi sinhαi
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= (1) sinh2 αi + sin2 αi + 2 sinαi sinhαi

= sinh2 αi + sin2 αi + 2 sinαi sinhαi

Φ2
i (L)

4
= (sinhαi + sinαi)

2

(3.216)

But, it can be shown, making use of the orthogonality of any two modes
Φi,Φj , that both for the free end beam and fixed end beam,

1

L

∫ L

0
Φ2
i dx = (sinαi + sinhαi)

2 ∼= Ii (3.217)

so that, Equation (3.216) may be written as,

Φ2
i (L)

Ii
= 4 (3.218)

and we finally get,

z2
i =

12kBT

Kα4
i

(3.219)

which shows that the mean square displacement of mode i is proportional to
the temperature and is inversely proportional to the beam spring constant and
to α4

i . Thus, at a given temperature, the larger the spring constant and the
higher the vibration mode (i.e., the larger α4

i ), the smaller the amplitude of
the thermal random motion.

From the average of the square thermal displacement per mode,
Equation (3.219), we proceed to obtain the total (resultant) average ther-
mal displacement for all the modes by weighing them with Boltzmann’s
probability that they would be occupied,

Pi ∝ e
− Wi
kBT = e

−
K
2
∑∞
i=1 q

2
i α

4
i
Ii
3

kBT (3.220)

where Wi is the potential energy per vibration mode i, which is proportional
to q2

i . As a result, the total mean square displacement is,

z2 =
∞∑
i=1

z2
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∞∑
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12kBT

Kα4
i

=
12kBT
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i
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(3.221)
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With the sum
∑∞

i=1 1/α4
i = 1/12, as worked out by Rayleigh [69], we obtain

that,

z2 =
kBT

K
(3.222)

or
√
z2 =

√
kBT

K
(3.223)

By a similar development, it can be shown that for the doubly anchored beam,
the total mean square displacement z∗2 is,

z∗
2

=
kBT

3K
(3.224)

or √
z∗2 =

√
kBT

3K
(3.225)

Examination of
√
z2 and

√
z∗2 suggests, therefore, that the temperature, T ,

and the beam spring constant, K, place a fundamental limitation on the
minimum average random/Brownian displacement attainable by a beam.

3.4 Sensing

The Internet of Things (IoT) will embody an internet-mediated intercon-
nected network of physical sensors residing on a plethora of objects such
as inertial sensors for vehicles, smart phones, gaming controllers, activity
trackers, and digital picture frames [70], and the environment, to enable its
ubiquitous surveillance (and, possibly, control). Therefore, the nature of the
sensors that may be employed is virtually unlimited. Given the importance
of low power consumption in battery-limited IoT wireless nodes, however,
we will focus on addressing the fundamentals of some key low-power NEMS
sensors. Those readers interested in a thorough discussion of MEMS sensors
may feel free to read Senturia’s book [5] and Najafi’s review article [71].

3.4.1 The Accelerometer

An accelerometer is a device that detects the acceleration of a body (frame) to
which it is attached. It essentially consists of a mass (the proof mass), which
is suspended via a compliant structure (e.g., a beam) anchored to the frame.
Its basic operation is illustrated in Figure 3.19 [71].
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Figure 3.19 Capacitive accelerometer. (a) A proof mass is suspended between two elec-
trodes forming a capacitor. (b) Mass-spring-dashpot model of accelerometer.

Source: Ref. [71].

When a force is applied to the frame, the proof mass moves relative to
the frame. Then, the displacement of the proof mass relative to the frame is
measured and related to the applied force. The system, proof mass, plus the
compliant structure and damping are modeled by the second-order spring-
mass-damper differential equation,

M
d2x

dt2
+D

dx

dt
+Kx = F (3.226)

Applying the Laplace transform to this equation, one obtains the mechanical
transfer function [71],

x(s)

a(s)
=

1

s2 + D
M s+ K

M

=
1

s2 + ωn
Q s+ ω2

n

(3.227)

where a is the external acceleration, x is the proof mass displacement,
ωn =

√
K/M is the mechanical resonance frequency, andQ =

√
KM/D is

the quality factor. The mechanical response of the accelerometer is a function
of the frequency of the applied acceleration with respect to its resonance
frequency. Thus, at low frequencies, ω � ωn, Equation (3.227) becomes,

x(s)

a(s)

∣∣∣∣
ω≈0

=
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K
=

1

ω2
n

⇒ x =
a

ω2
n

(3.228)

This implies that, at low frequencies, the displacement depends on the ratio
of the proof mass to the spring constant, not on their separate values. On
the other hand, high-resonance frequencies will give rise to fast, but small,
displacements, while low-resonance frequencies will give rise to large, but
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slow, displacements [5, 71]. Now, as discussed in the context of the laser-
driven cantilever beam, any mechanical system is exposed to Brownian noise,
which contributes an additional force component with mean-square spectral
density given by

√
4kBTD. This will result in an additional mean-square

acceleration given by [5],

anoise rms =

√
4kBTωn
MQ

(3.229)

Thus, due to Brownian noise, there will always exist an error in determining
the acceleration of an object.

3.4.1.1 Capacitive accelerometer implementation
In the capacitive accelerometer, the proof mass plays also the role of one of
the plates of a capacitor. Thus, as it moves closer to, or away from, the other
plate, in response to the applied force, an inter-plate gap or plate-to-plate
area of overlap varies, and so does the related capacitance (Figure 3.20). As
shown previously, the effected capacitance change is inversely proportional
to the square of the separation between the capacitor plates.

From the fact that the capacitor charge is given by,

Q = C(x, y, z)V (3.230)

and that its current, under an applied voltage V (t), is,

i(t) =
dQ

dt
= V

(
∂C

∂x

dx

dt
+
∂C

∂y
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dt
+
∂C

∂z
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dt

)
+ C(x, y, z)

dV

dt
(3.231)
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Figure 3.20 Capacitive accelerometer implementation sketch: The motion of the proof mass
coincides with that of the plate of a capacitor, so that by measuring the change in area overlap
or parallel-plate gap and the concomitant capacitance change, one can determine the proof
mass’ acceleration.

Source: Ref. [5].
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it is clear that one can relate the change in capacitance due to plate displace-
ment in x, y, and z (resulting from an acceleration) and the displacement time
rate of change. In the simplest case, one would have,

i(t) = V

(
∂C

∂x

dx

dt

)
+ C(x)

dV

dt
(3.232)

for an x-directed acceleration. Many circuit techniques are utilized in practice
to transduce the measured acceleration into an electronic signal [5]. The
transimpedance amplifier shown in Figure 3.21 exemplifies one of these.

3.4.1.2 Quantum mechanical tunneling accelerometer
The term “quantum mechanical tunneling” refers to the propagation of a
quantum particle through a potential barrier where the particle’s energy is
lower than the barrier height (Figure 3.22) [68, 72]. In a tunneling accelerom-
eter, the magnitude of a tunneling current that varies exponentially with
the separation between a tunneling tip and its counter electrode is utilized
to measure acceleration. A tunneling accelerometer typically offers better
sensitivity since relatively small acceleration variations produce relatively
larger responses in the exponentially responding tunneling accelerometers as
compared to square-power-responding capacitive accelerometers.

A common architecture for tunneling accelerometers involves placing
the tunneling tip on a cantilever end portion (proof mass); these elements

-

+

C(x)

Cin

RF

V iC

Vout

Figure 3.21 Transimpedance amplifier typifies electronic circuit to measure capacitance
current from accelerometer.

Source: Ref. [5].

e
φ

E

Figure 3.22 Sketch of electron e of energy E tunneling through potential barrier of height Φ.
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Figure 3.23 Cross-section of micromechanical tunneling transistor showing basic device
structure.

Source: Ref. [73].
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Figure 3.24 Micromechanical transistor physics: Gate-beam actuation; ~ is Planck’s con-
stant divided by 2π, and c is the speed of light.

Source: Ref. [74].

are captured in Figure 3.23 in a device called “micromechanical tunneling
transistor” [73].

The tunneling current in Figure 3.23 is elicited by applying a pre-pull-in
gate-beam actuation voltage that causes the fine tunneling tip to displace a
distance ∆z, which reduces the physical width w of the barrier. In particular,
the tunneling current produced as the cantilever beam deflects is given by,

ITun = VdsKexp(−1.025
√

Φ(w −∆z)) (3.233)

where Φ and w are the tunneling barrier height and width, respectively [73].
The nominal barrier width (w) is reduced by the deflection ∆z of the beam
(Figures 3.24 and 3.25), which results from the application of the voltage
V = Vg + Vds, the sum of the gate-beam and source-drain voltages. ∆z is
obtained, in turn, from an equation for the balance of the forces determining
the cantilever beam equilibrium position, namely the electrostatic FE , spring
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Transport Mechanism: Tunneling
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Figure 3.25 Micromechanical transistor physics: Beam-contact tunneling.

Source: Ref. [74].
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Figure 3.26 Typical relative variations and magnitudes of Casimir, electrostatic, and spring
forces in micromechanical tunneling transistor.

Source: Ref. [74].

FS , and Casimir forces FC (Figure 3.26) [74],

π2~cA
240(z0 −∆z)4

+
εAV 2

2(z0 −∆z)2
− kS∆z = 0 (3.234)

In practice, in response to the applied acceleration, a proof mass responds
by moving closer or further away from the tunneling tip. The flexibility of
the cantilever is exploited through the application of a bias voltage between
the cantilever end and one or more biasing electrodes to flex the cantilever
appropriately so that the tunneling tip is within the tunneling range of the
counter electrode. Note, however, that since the proof mass moves orthog-
onally to the cantilever longitudinal axis (i.e., either towards or away from
the cantilever), there is always the danger of a sufficiently strong acceleration
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Figure 3.27 MEMS tunneling accelerometer [75, 76].

causing the tunneling tip to contact the counter electrode on the proof mass.
Since the tunneling tip dimensions at the tip apex are typically on the order of
just a few atoms, such a contact could readily damage the tunneling tip. Thus,
stops, or other means, are required to prevent the contact, which decreases the
achievable measurement range. In addition, the sensitivity of conventional
tunneling architectures is limited by the single tunneling tip.

A robust, tunneling accelerometer that overcomes the above sensitivity
limitations is shown in Figure 3.27 [75, 76].

In this accelerometer concept, the tunneling tips 10 are disposed as an
array perpendicular to the interior of capping wafers 1 and 5, and the counter
electrodes 11 are patterned on the proof mass 9 attached to suspensions 6, the
cap wafers and proof mass being bonded at surfaces 3. In this scheme, the
proof mass moves orthogonally to the tunneling tips so a constant distance
between them and the counter electrodes is maintained, thus avoiding the
possibility of the tips crashing on the counter electrodes; in the absence
of lateral acceleration, an applied bias voltage causes the tunneling current
to flow between tips and counter electrodes due to their alignment. As the
proof mass moves, in response to a lateral acceleration, the counter electrodes
misalign with respect to the tunneling tips and the total current changes. This
change is proportional to the acceleration and thus serves to measure it.

3.4.2 Vibration Sensors

While we encounter inertial sensors frequently in our daily lives, vibration
sensors, aimed at monitoring the health of expensive industrial machinery,
embody a crucial function in major factories [77, 78]. Vibration sensors
provide an easy, cost-effective means of monitoring and protecting critical
machinery on a continuous basis by enabling [77]. Typical applications
include critical pumps and motors, cooling towers and fans, slow speed rolls,
and rotary and screw compressors.
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The key insight that allows monitoring the health of a machine by sensing
its vibrations (oscillatory motion) is that fatigue of the moving members of
a machine is related to the number of cycles a machine experiences before
failure [78]. In particular, as characterized by the Wöhler curve, describing
the endurance strength, that is, the stress level up to which a structure can
be loaded a certain number of times, at high stresses, the load can only be
carried a few times; however, reduction of the stress increases the number of
cycles to failure. On the other hand, it has been determined that it is possible
to find a stress level such that, if operated below this level, the endurance of
a structure becomes infinite.

In general, the vibrations in a machine are the result of [77] (i) an
imbalance in the forces applied; (ii) shock forces; (iii) frictional forces;
and (iv) acoustic forces. These forces, as previously shown, are related to
the machine’s structural parameters, namely its mass, its stiffness, and its
damping.

Measuring vibration throughout the machine enables the following steps
to safeguard its health [77]:

(i) Verification of whether or not the frequency amplitudes produced exceed
the material limits

(ii) Avoiding the excitation of resonances at certain locations of a machine
(iii) Identifying where to introduce damping or isolate the vibration sources

of resonance
(iv) Undertaking in a timely fashion preventive maintenance measures on

machines
(v) Developing computer models of a machine component.

Clearly, once the acceleration is determined with an accelerometer, the
velocity and displacements may be determined, given that if the acceleration
is given by,

a = A sinωt (3.235)

then the velocity is given by,

v =

∫
adt = −A

ω
cosωt (3.236)

and the displacement is given by,

d =

∫∫
adtdt = − A

ω2
sinωt (3.237)
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Figure 3.28 Time-domain vibration signal chain example.

Source: Ref. [77].
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Figure 3.29 Example of signal chain for spectral vibration analysis. ADC: Analog-to-digital
converter, FFT: fast Fourier transform.

Source: Ref. [77].

where ω = 2πf is the radial frequency and f is the frequency in Hz. Machine
dynamics may be derived as per the electronic systems architectures shown
in Figures 3.28 and 3.29.

A vibration sensing system may be partitioned as shown in Figures 3.28
and 3.29. In other words, the accelerometer may be packaged alone and
endowed with an interface to the outside world, or packaged together with
the electronics/intelligence. Other reasons such as environmental parameters,
available size, and available power may be decided in determining sensor
implementation.

In summary, vibration sensors are essential to effect preventive mainte-
nance and avoid the occurrence of a costly catastrophic failure. Furthermore,
it is clear that connecting wireless vibration sensors to machines, and linking
them via IoT to computers, allows algorithms (machine learning, artificial
intelligence) to predict problems based on the sound a machine makes
[77–79].
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3.5 Summary

In this chapter, we have dealt with the fundamental physics on which nano-
electromechanical quantum circuits and systems are based. We began by
presenting the actuation mechanisms which we estimate of greatest impor-
tance and relevance for MEMS/NEMS devices in the context of the IoT,
namely electrostatic, piezoelectric, Casimir (quantum electrodynamical), and
radiation pressure. This was followed by a discussion of mechanical vibration
and its computation for fundamental structures, in particular, the cantilever
and doubly anchored beams. Then, since the temperature impacts the purity
of the mechanical resonance frequency of mechanical structures, due to the
temperature-induced Brownian motion, we set up to re-derive historically
fundamental equations relating the random vibration to the dissipation ger-
mane to a mechanical structure. We concluded the chapter by presenting
fundamental sensing approaches, namely those for acceleration, velocity, and
position, exploiting capacitance or quantum mechanical tunneling current
variation.





4
Understanding MEMS/NEMS Devices

4.1 Introduction

In this chapter, we deal with microelectromechanical system (MEMS)/nano-
electromechanical system (NEMS) devices [5, 6] that have high potential
to be employed on Internet of Things (IoT) applications, namely switches,
varactors, and resonators [10]. These devices are key building blocks for low-
power consumption front-end wireless transceivers [81, 82] of the type that
may be employed in IoT nodes. In particular, we discuss their structure and
principles of operation and provide a summary of recent performance results.

4.2 MEMS/NEMS Switches

Switches are electrical devices utilized to effect signal routing and signal
blocking or to turn power ON/OFF [10]. The fundamental MEMS/NEMS
switch topologies and their biasing schemes are shown in Figures 4.1–4.6.

In one implementation of a radio-frequency (RF) MEMS switch, it con-
sists of a metallic micromechanical beam disposed over and transversal to
a coplanar waveguide (CPW) transmission line so that, when the beam is
not being actuated, that is, when it is in an un-deflected configuration, a
signal propagating down the CPW line passes the location of the beam with
minimal attenuation, but when actuated the beam contacts a thin dielectric
layer covering the signal line. In this case, a relatively large capacitance
is formed by the beam–dielectric–signal line “sandwich”, RF-wise at this
location, such that the propagating signal perceives a low impedance to the
ground plane strips of the CPW, thus substantially blocking transmission by
reflecting an incoming propagating signal. Figure 4.1 shows the end views
of this switch type in both the passing and blocking states as well as a top
view of it. In this implementation, the signal carries both the RF signal and
the beam actuation DC control bias. Because the beam shunts the CPW line

81
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Figure 4.1 Configuration and biasing of RF MEMS switch structure: Electrostatically actu-
ated capacitive shunt switch (broadside configuration) implemented on a CPW transmission
line. c© [2004] IEEE. Reprinted with permission from De Los Santos et al. [82].

Figure 4.2 Configuration and biasing of RF MEMS switch structure: Electrostatically actu-
ated three-terminal capacitive shunt switch (in a broadside configuration). c© [2004] IEEE.
Reprinted with permission from De Los Santos et al. [82].

when actuated, this type of switch is often referred to as a “shunt” switch. In a
second variation of this switch, the DC voltage is applied at electrodes that are
separate and distinct from the signal line; this is shown in Figure 4.2. These
switches are called “capacitive” because the contact between the metallic
beam and the CPW signal line is mediated by a dielectric, and thus, the
location of the contact is a capacitor.

In another implementation of an RF MEMS switch, the beam is disposed
so that when not actuated it extends over and above a gap in a transmission
line, where this gap reflects the signal propagating down the line. When
the beam is actuated, however, it bridges said gap, thus enabling signal
propagation with minimal attenuation. In this implementation, the beam may
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Figure 4.3 Configuration and biasing of RF MEMS switch structure: Electrostatically
actuated ohmic series relay implemented with a cantilever beam armature (broadside con-
figuration). c© [2004] IEEE. Reprinted with permission from De Los Santos et al. [82].

Figure 4.4 Configuration and biasing of RF MEMS switch structure: Electrostatically actu-
ated capacitive series switch implemented on a CPW transmission line (in-line configuration).
c© [2004] IEEE. Reprinted with permission from De Los Santos et al. [82].

be oriented either perpendicular to the transmission line (Figure 4.3) or in-line
(in “series”) with it (Figure 4.4).

In the configuration of Figure 4.3, it is noticed that the beam is made up
of a non-metallic material, but under its tip it has a metal contact attached
so that there is no dielectric between the beam and the transmission line at
the points of contact. This type of switch is often referred to as an “ohmic”
switch.

RF MEMS switches are variously called as shunt capacitive or ohmic
switches or series capacitive or ohmic switches [83].
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Figure 4.5 Biasing network of shunt switch. c© [2004] IEEE. Reprinted with permission
from De Los Santos et al. [82].

An important aspect or question in operating RF MEMS switches is “How
to bias them without interfering with their RF/microwave performance?”
This is answered conceptually in Figures 4.5 and 4.6, for the shunt and
series switches, respectively. The general idea that the diagrams intend to
convey is that the DC voltage must be isolated from the high-frequency
signal path by a high impedance. This high impedance is represented by
the “RF choke.” In addition, the signal source and load must be isolated
from the DC via “blocking capacitors.” In practice, where the bias voltage is
dynamic/pulsed, the “driver circuit,” used to activate/deactivate the switches,
must be carefully designed to drive the switching at the desired frequency, yet
not disturb their RF/microwave performance. For a comprehensive work on
RF MEMS, including many practical application issues, the reader is referred
to Lucyszyn’s edited book [83] and a recent review article [84].

4.2.1 Nanoelectromechanical Switches

The key attributes of RF MEMS switches reside in their ability to operate
at the highest signal frequencies, while exhibiting superior insertion loss,
isolation, and bandwidth compared to traditional RF/microwave switches, for
example, pin diode-based or field-effect transistor (FET)-based switches [83].
Research and development pertaining to RF MEMS switches has revolved
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Figure 4.6 Biasing network of series switch. c© [2004] IEEE. Reprinted with permission
from De Los Santos et al. [82].

around effecting implementations in a variety of frequency bands and several
reliability issues, such as dielectric charging, contact failure, and temperature
instability [83]. In particular, methods to improve the performance of MEMS
switches at high signal frequency include the following [84]: (i) combining
switches in various circuit topologies such as several switches in series,
in a “T” – or a π-network; (ii) using dielectric layer materials with high
dielectric constants and conductor materials with low resistance; (iii) employ-
ing various fabrication process implementations such as MEMS switches
based on bipolar complementary metal–oxide–semiconductor (BiCMOS)
technology; (iv) employing thermal compensation structures, circularly sym-
metric structures, thermal buckle-beam actuators, molybdenum membrane,
and thin-film packaging; (v) selecting synthetic diamond or aluminum
nitride dielectric materials and applying a bipolar driving voltage, stoppers,
and a double-dielectric-layer structures; and (vi) adopting gold alloying
with carbon nanotubes (CNTs), hermetic and packaging, and mN-level
contacts.

With the emergence of nanotechnology, one question that comes to mind
is “How could this novel technological approach to miniaturize things be
exploited to improve the performance of RF MEMS switches?” [72]. The
answer lies in at least two realms, namely downscaling and novel materials,
which are addressed subsequently.
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4.2.1.1 Downscaled MEMS/NEMS switches
As is well known, the switching speed, that is, the rapidity with which
traditional RF MEMS switches can be turned ON/OFF, is limited to several
microseconds [83]. This limitation is rooted in the large dimensions and,
concomitantly, mass, which these switches possess. For instance, a typical
RF MEMS switch design has a beam with area in the neighborhood of
200 µm × 200 µm, a thickness of 2 µm and a beam-to-bottom electrode
distance of about 2.5 µm. Reducing the switch mass is an obvious course
of action to increase its switching frequency, given that the switch resonance
frequency is inversely proportional to the square root of its mass, that is

f0 =
1

2π

√
k

m
(4.1)

Similarly, the strengthening of the MEMS beam to increase its stiffness
(spring constant, k) should be pursued. In fact, an expression for the switching
time of a MEMS switch that takes into consideration its pull-in voltage, Vp;
the applied voltage, Vapp; and its resonance frequency, namely

ts = 3.67
Vp

2πVappf0
(4.2)

suggests that, for a given Vp, increasing Vapp and f0 leads to a reduction in
switching time [85].

The approach undertaken by Verger et al. [85], who demonstrated a sub-
hundred nanoseconds miniaturized RF MEMS switch [85], was to increase
the overall beam mechanical stiffness, simultaneously keeping its effective
mass as low as possible. In particular, they determined via multiphysics
3D finite-element simulations that a beam design integrating stacked layers
of gold, aluminum, and alumina with their respective Young’s modulus of
78 GPa, 70 GPa, and 380 GPa would allow them to attain the desired stiffness
and, consequently, switching speed. For a variety of beam sizes and stacked
layer thicknesses, the resonance frequency was obtained and plugged into
Equation (4.2) until the desired switching speed was attained. The final
dimensions were a length of 25 µm and a width of 15 µm, and the beam layer
thicknesses of alumina/aluminum/alumina stack were 100 nm/250 nm/100
nm for a switching speed of 51 ns. A distance of 300 nm between the beam
and bottom electrode was chosen to obtain an actuation voltage between 20 V
and 60 V.

The fabrication of the miniaturized beam followed the technique of
surface micromachining [10], in which the wafer has thin film materials
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selectively added to and removed from it. The film materials that are eventu-
ally removed are called sacrificial materials, whereas those that remain are
called structural materials. Figure 4.7 shows the process flow for making the
switches.

First (Figure 4.7a), a metallization layer consisting of titanium (10 nm)/
gold (100 nm)/titanium (10 nm) is evaporated and patterned on a fused
silica substrate to define the beam actuation electrode and the coplanar-
waveguide (CPW) RF transmission line. This substrate was chosen because
of its low loss, necessary for good (low insertion loss) RF performance. Then
(Figure 4.7b), a dielectric layer for the isolation/protection of the bottom
electrode, consisting of a 400-nm-thick layer of alumina, was deposited by
plasma-enhanced chemical vapor deposition (PECVD). This was followed
(Figure 4.7c) by the deposition and patterning of a 300-nm-thick photoresist
sacrificial layer (this layer was to be removed at the end of the process) to
define the suspended structures, for example, beam and areas. Next (Fig-
ure 4.7d, e), the multilayer beam was deposited using the “lift-off” technique.
In this process, openings are made in the photoresist by UV photolithogra-
phy to define beam geometries. Then, the composite structural material is
deposited using a pulsed UV laser that causes it to evaporate upon being
heated by the impinging laser light onto sapphire and pure aluminum tar-
gets. The beam fabrication concludes by lifting them off (Figure 4.7f) by
submersion in acetone and depositing a titanium (10 nm)/gold (150 nm) layer
followed by its subsequent electroplating up to 1 µm thick in order to anchor
the beam and thicken the RF line (Figure 4.7g). The last step (Figure 4.7h)
is to release the beams by wet etching followed by drying in a CO2 critical
point dryer.

How was the fabricated beam performance tested? Two aspects of the
device were tested, namely its mechanical resonance frequency and its
switching time.

The fundamental mechanical resonance frequency was determined using
the set up shown in Figure 4.8.

Here, an RF signal drives the input of the beam, while it is actuated by a
sinusoidal signal which, in turn, modulates the amplitude of the input signal
as it executes a periodic motion that modulates its capacitance at the actuation
signal frequency. The transmitted signal at the beam output is then examined
by a spectrum analyzer, where its frequency spectrum is displayed, and an
oscilloscope, where its time waveform is displayed. Figure 4.9 shows a sketch
of the spectrum analyzer display. The spectrum shows the input (carrier)
signal and four additional “sideband” signals. Of these four extra frequencies,
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Figure 4.7 Fabrication process flow for fabricating miniaturized RF MEMS switch.

Source: Ref. [85].
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the two closest to the carrier correspond to the actuation signal and the other
two (farthest) signals correspond to the beam motion frequency. For beam
motion at its mechanical resonance frequency, the amplitude of these signals
is highest, as a result of which the capacitance change and signal modulation
are highest. The measured mechanical resonance frequencies ranged from
6.48 MHz to 6.90 MHz, which was in good agreement with the 6.825 MHz
predicted by ANSYS. The device/beam under test (DUT) was placed in a
vacuum chamber to establish low damping conditions. The switching time
was measured with the set up shown in Figure 4.10. Here, an RF signal drives
the input of the beam, while it is actuated by a pulsed bipolar signal (the
bipolar signal limits the propensity for dielectric charging).

The beam deflection amplitude versus time, resulting from the applied
pulsed actuation waveform, is detected by measuring the amplitude of the
input signal that is reflected. Upon receiving the reflected signal by a circula-
tor, which directs it to a diode detector, the beam displacement is displayed in
an oscilloscope, where the beam switching waveform is shown together with
the actuation signal. Measurements of the switching speed were conducted
for various actuation voltages (Figure 4.11).

As seen, the switching speed increases as the actuation voltage increases
beyond the pull-in voltage of 30 V. In particular, the measured switching delay
decreases from the order of microseconds for an actuation voltage of 30 V to
50 ns above 70 V.
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Figure 4.11 Measured switching speed of a 25 µm long and 15 µm wide beam.

Source: Ref. [85].
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Figure 4.12 Measured release delay of a 25 µm long and 15 µm wide beam.

Source: Ref. [85].

Once the actuation voltage becomes zero, the switch is released to go back
to its equilibrium position. The release time delay, shown in Figure 4.12, is
of 200 ns.

It is pointed out by Verger et al. [85] that the delay time is a function of
the beam/dielectric adhesion forces and that the oscillations observed upon
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beam release are the result of lack of air damping in the vacuum environment
of the chamber housing the beam.

4.2.1.2 MEMS/NEMS switches via new materials
The properties of graphene for NEMS applications have attracted much
interest [86–90]. Studies have shown that it can sustain current densities
five orders of magnitude larger than ordinary metals and exhibit very large
thermal conductivity and strength, in particular, a room-temperature thermal
conductivity of∼5000 Wm−1 K−1, a breaking strength of 42 N/m, and values
of Young’s modulus close to 1 TPa [86]. A remarkable property of graphene
is that its mechanical behavior is also strongly influenced by the van der
Waals forces, to the point that these may be exploited to clamp few layers
of graphene sheets to the substrates [89, 90].

An example of a straightforward application of graphene to CPW NEMS
switches was presented by Sharma et al. [91] (Figure 4.13). In this switch,
the substrate consists of a high-resistivity material such as alumina or high-
resistivity silicon, the signal and ground stripes consist of a high conductivity
metal such as gold, and the beam consists of a graphene membrane.

The role of the graphene is that of implementing a beam that will exhibit
a low actuation voltage and a fast switching speed and be amenable to
monolithic integration with future all-graphene transceivers [91]. As usual,
the role of the dielectric is to isolate the beam from the signal line. The
graphene beam, however, behaves differently from the usual metallic beams,
in that the application of a bias/actuation voltage between it and the signal line
causes its conductivity to increase as a consequence of the “doping” effect it
experiences when influenced by an electric field [92].
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Figure 4.13 Sketch of a graphene-based RF NEMS switch in (a) up-state and (b) down-state.

Source: Ref. [91].
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In designing (and modeling) the graphene-based switch, it is necessary
to capture the dependence of its conductivity with bias in both its unde-
flected (unbiased) and deflected (biased) configurations. This is given by the
following equation, derived by Hanson et al. [93],

σ(ω, µ,Γ) = −j q2
ckBT

π~2(ω − jΓ)

(
|µc|
kBT

+ 2 ln(e
− |µc|
kBT + 1)

)
(4.3)

where ω is the angular frequency, Γ is the scattering rate (its inverse τ = 1/Γ is
the relaxation time), T = 300 K is the absolute temperature, ~ is the Planck
constant divided by 2π, kB is Boltzmann’s constant and µc is the chemical
potential.

The chemical potential for the unbiased graphene beam is given by the
following equations [93],

µc unbiased =


sign(ne unbiased − nh unbiased)~νf

×
√
|ne unbiased − nh unbiased|π (4.4a)

π~2

2m∗
(ne unbiased − nh unbiased) (4.4b)

where νf = 106 m/s is the Fermi velocity in graphene andm∗ is the effective
mass in multilayer graphene; m∗ = 0.052 me (for 3,4 layers) [94], and me

is the electron effective mass.
When the bias voltage causes a pull-in of the graphene beam, that is,

|Vbias| ≥ |Vpull−in|, the part of the graphene beam directly above the signal
line experiences the electric field from it, and as a result, its carrier density
in this region can be estimated from the charge balance relationship [95],
namely,

(Vbias − VDirac)Cdielectric = q(ne deflected − nh deflected ) (4.5)

where q is the elementary charge, and ne deflected and nh deflected are
the electron and hole carrier densities in the deflected configuration. The
parameter position, Cdielectric, is the capacitance of the dielectric isolat-
ing the graphene from the signal line. For an oxide dielectric, we have,
Cdielectric = Cox = εrε0/tux, where εr is the relative permittivity of the
dielectric, ε0 is the permittivity of vacuum tox is the thickness of the oxide
dielectric, and VDirac is the bias voltage at the Dirac point. The Dirac point
is defined by Tan et al. [95], VDirac = − q(ne deflected − nh deflected )/Cox,
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so that replacing this equation into Equation (4.5) one gets for the chemical
potential the following expression [95].

µc unbiased =



sign

(
Cox
q
Vbias + ne unbiased − nh unbiased

)
~νf

×

√∣∣∣∣Coxq Vbias + ne unbiased − nh unbiased
∣∣∣∣π (4.6a)

π~2

2m∗

(
Cox
q
Vbias + ne unbiased − nh unbiased

)
(4.6b)

The applied field experience under beam deflection also influences the
scattering rate, Γ, which also takes a different value in this configuration
of the beam due to the remote polar phonon scattering from the bottom
dielectric. Sharma et al. [91] point out, however, that when the graphene is
highly doped, the contribution due to remote polar phonon scattering rate is
usually small [96] and can be ignored.

The performance of the graphene-based RF NEMS switch was modeled
[91] after the experimental realization of Kim et al. [97], where the graphene
beam had a length L = 20 µm and a width w = 30 µm and was suspended
at a distance g0 = 300 nm over the CPW signal line, which had a width
W = 15 mm, and HfO2 with a dielectric constant and a loss tangent εr = 25,
tan δ = 0.0098 as the dielectric deposited over the signal line, with a
thickness td = 20 nm; a thin dielectric leads to a higher ON/OFF capacitance
ratio. The motivation for choosing a high-permittivity dielectric is pointed
out by Sharma et al. [91] to be twofold, namely it reduces impurity scattering
in graphene and it leads to better switch performance at high frequencies.
The substrate utilized was high resistivity silicon (ρ = 10 Kohm − cm).
In the electromagnetic model, perfect electrical conductor (PEC) boundary
conditions were assigned to the ground and signal lines. The model was
summarized by the parameters in Table 4.1.

The microwave performance of the switch, captured by the calculation of
its scattering parameters, was obtained in the frequency range of 1 GHz to
60 GHz. The insertion loss was 0.01–0.3 dB and 0.01–0.2 dB for monolayer
and multilayer graphene-based switches, respectively, and the isolation was
>10 dB for monolayer and >20 dB for multilayer graphene switches. It was
surmised that the multilayer graphene switch exhibited a greater isolation
than the monolayer one due to its lower sheet resistance which resulted in
lower switch losses.
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Table 4.1 Parameters derived for the model
Name Monolayer Multilayer Reference
1/σ (Ω/square) 125 30 [98]
Doping p-doped p-doped [98]
nh undeflected (cm−2) 9.43× 1012 4× 1013 [98]
ne undeflected (cm−2) 0 0 [98]
µc undeflected (eV ) 0.365 0.92 (4.3)
Vpull in(V ) −0.3 −1.4
µc deflected (eV ) 0.451 0.344 (4.5)
τ (ps) 0.186 0.309 [98]
Source: Ref. [91].

4.3 MEMS/NEMS Varactors

RF MEMS/NEMS varactors are capacitors whose value may be controlled
via the modification of one of its parameters, namely its area, its dielectric
constant, or the distance separating its plates, upon the application of a volt-
age [83]. Varactors are typically utilized in electronics and radio frequency
systems such as voltage-controlled oscillators (VCOs) and reconfigurable and
tunable circuits.

The fundamental motivation behind the development of MEMS and
NEMS varactors is their potential for exhibiting higher quality factors (Q)
than varactors embedded/integrated in a semiconductor, due to the possibility
of employing manufacturing processes that decouple their construction from
the lossy substrate [10] and, thus, can operate at higher frequencies due
to attaining higher self-resonance frequencies, for example, tens of GHz
as opposed to a few GHz. In addition, since MEMS/NEMS varactors have
no pn-junctions, they withstand large voltage swings without eliciting their
nonlinearity, while displaying symmetric capacitance–voltage (C–V) charac-
teristics [10]. One key aspects of this characteristic is the tuning range, that is,
the range of capacitance variation that may be achieved before pull-in occurs
in varactors whose inter-plate distance is varied electrostatically.

4.3.1 Nanoelectromechanical Varactors

4.3.1.1 Dual-gap MEMS/NEMS varactors
A prototypical parallel-plate RF MEMS varactor is shown in Figure 4.14.

In this design, to avoid pull-in, and thus extend the tuning range, use
of separate control and signal electrodes (so-called dual-gap approach) with
respective electrode to top plate separations d2 and d1 obeying the rela-
tionship d1 ≤ d2/3 was employed. This resulted in the tuning range (TR)



96 Understanding MEMS/NEMS Devices

Suspension

Suspended
Plate (C  )+Metal

Poly 2

Cvar
d1=0.75 m +

-

Vctl
d2=2.75μ

μ
m

+

-

Vctl
Anchor

Poly 0
Fixed Plate (C-)

Actuation
Electrode

Actuation
Electrode

Figure 4.14 Cross-sectional view of MEMS varactor. Vctl denotes the actuation or control
voltage. Notice that the varactor is realized on top of (decoupled from) the substrate, which
may be a silicon wafer but does not lower the varactor Q [82].

0 1 2 3 4 5 6 7 8 9 10
0.5

1.0

1.5
2.0

2.5
3.0

3.5

Control Voltage (Volts)

C
ap

ac
ita

nc
e 

(p
F)

Figure 4.15 Measured capacitance characteristics of the varactor.

Source: Ref. [82].

being extended from the theoretical pull-in-limited value of 50% to more
than 400% (Figure 4.15) [99]. An advantage of electrostatic actuation over
other schemes is that it enables extremely low power consumption, in which
power is consumed only during (switching) motion (compared to a digital
inverter stage). In addition, using electrostatic actuation involves a relatively
simple fabrication technology, a high degree of compatibility with a standard
IC processes, ease of integration with planar and microstrip transmission
lines, and a fast response (usually in the microsecond range). On the other
hand, the main drawback of electrostatic actuation is the high actuation
voltage (in the range 12–60 V) also associated with the large-gap actuator
required in RF MEMS switches. Whenever the available supply voltage is
limited, for example, to 3–5 V as in handheld phones, on-chip, high-voltage
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generators, such as the Dickson-type dc voltage multiplier circuit, may be
incorporated [82].

4.3.1.2 MEMS/NEMS varactors via new materials
As indicated previously, the drawbacks of traditional RF MEMS varactors
include high actuation voltages and relatively slow tuning speeds. The advent
of new nanomaterials such as films made up of networks of single-wall carbon
nanotubes (SWCNTs) has been proposed as a new direction for attaining
superior performance NEMS varactors for mmWave and THz applications
[100]. SWCNT-based networks were found to possess much lower Young’s
modulus, for example, from 60 MPa to 10 GPa, as opposed to 1 TPa. In these
films, the tubes are connected to each other via van der Waals forces, and
this determines the overall elasticity of the film. Accordingly, the Young’s
modulus of SWCNT films, as compared to films of traditional materials,
exhibit lower actuation voltages [100]. The implementation of NEMS var-
actors utilizing SWCNT network-based membranes was first demonstrated
by Generalov et al. [100]. A sketch of this design is shown in Figure 4.16.

Here, trenches are made in a wafer, at the bottom of which Au electrodes
are formed, and the trenches are covered with the SWCNT film, thus forming
a capacitance between the Au electrodes and the suspended SWCNTs film.
The wafer employed was a high resistivity (ρ = 10 Kohm − cm) silicon
wafer; as mentioned previously, high resistivity wafers enable lower signal
loss at high frequencies.

The fabrication of the device was as follows [100]. A 500-nm layer
of Si3N4 was first deposited on the wafer; this acted as insulator between
the SWCNT film and the wafer. Then, the trenches were patterned using a

SWCNT

2μm

30 m
30 m

Au

Si3N4

μ
μ

Figure 4.16 Design of the SWCNT MEMS varactor.

Source: Ref. [100].
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Microtech LW 405 laser writer lithography on a 1.4-µm thick photoresist
AZ 5214E. This was followed by the application of reactive-ion etching to
form the 2-µm deep trenches. Next, after the etching, a 24-nm thick Au film
was evaporated on the sample without removing photoresist, and this was
followed by a lift-off step. This Au film formed the actuation electrodes.
The SWCNT film was finally deposited on the top of the structure with a
direct transfer method from the nitrocellulose filter after dry transfer. Some
nanotubes from the SWCNT film can form a short circuit between the con-
tacts. To preclude the possibility of some nanotubes falling into the trenches,
Generalov et al. [100] recommended filling them with nanocellulose aerogel.
This is a soft and flexible porous material that prevents short circuits between
the contacts/actuation electrodes and the deflected SWCNT film. Since the
nanocellulose aerogel has a porosity of 98%, its impact on the device is
mainly mechanical (the SWCNT film pushes against it when it deflects) as
its dielectric constant is close to that of air and, thus, close to unity [100].
As indicated in Figure 4.16, the dimensions of the trenches were 30 µm wide
by 2 µm deep and had a length of 4 mm. The complete device contained
32 trenches, of which 16 were covered by the SWCNT film, and occupied an
area of 2 mm × 2 mm [100].

Upon the application of the actuation voltage, the film displacement is
as sketched in Figure 4.17, and the capacitance versus applied voltage is as
shown in Figure 4.18.

It is seen that the capacitance deviation over the tuning voltage range
is less than that without cellulose (Figure 4.18). This was determined to be
due to the higher Young’s modulus in the system when cellulose is filling the
trench, namely 140 MPa, than when only the SWCNT film is present, whose
Young’s modulus is 80 MPa [100]. The varactor is tunable 100% with the
measured capacitance varying from 3 nF to 5.8 nF over an applied voltage
range of 10 V.

d
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Figure 4.17 Cross section of the bent SWCNT film.

Source: Ref. [100].
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4.4 MEMS/NEMS Resonators

RF MEMS/NEMS resonators are employed to provide the frequency-
determining passive element in oscillators and filters. At lower frequencies,
they may take the form of quartz crystals and MEM beams driven at their
mechanical resonance frequency, whereas at higher frequencies they usually
take the form of microwave cavities [10, 80, 101]. The advent of nano-
materials such as carbon nanotubes, graphene, and molybdenum disulfide
has opened up the direction for attaining higher resonance frequencies with
nanomechanical resonators. We begin our treatment of resonators with the
traditional MEMS resonator type.

4.4.1 Nanoelectromechanical Resonators

4.4.1.1 Clamp–clamp RF MEMS resonators
The main parameters that capture the performance of MEMS/NEMS res-
onators are their resonance frequency and quality factor (Q) [10, 102]. The
resonance frequency, as we saw previously, is a function of the beam geome-
try, stiffness, and material density. The Q is a function of the loss mechanisms,
in particular, energy loss to the substrate through the beam anchor.

An approach to address this latter issue of energy loss is the clamp–clamp
MEMS beam resonator shown in Figure 4.19 [102]. In this design, the input
voltage, Vi, excites the beam into vibrating laterally, thereby producing an
output current, io, which is a function of both the input voltage and a DC bias
voltage, Vp. In particular, in this so-called free–free (FF) beam resonator,
the Q is maximized because in it the anchor dissipation was reduced by
suspending it using quarter wavelength flexural support beams. This may be
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Figure 4.19 Two-port lateral free-free micromechanical resonator.

Source: Ref. [102]. Reprinted with permission from Microwave Journal.

Figure 4.20 Simulated displacement contour plot of a lateral FF-beam micromechanical
resonator.

Source: Ref. [102]. Reprinted with permission from Microwave Journal.

appreciated from Figure 4.20, which shows (ANSYS Multiphysics simula-
tions) that the junctions between the beam and the suspensions are nodes of
the beam vibration deformation, that is, they experience, ideally, zero motion.

The resonance frequency of the FF beam is given by [102],

f0 = 1.03

√
E

ρ

Wr

L2
r

(4.7)
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where E is beam’s Young’s modulus, ρ is its density, Lr is its length and Wr

is its width. The key to achieving zero displacement at the beam–suspension
junction is that by having the support beams resonate in their second mode,
relative to the fundamental frequency mode of the FF beam, a high impedance
is located at the junctions through which very little energy is transferred, and
hence, very little energy is dissipated. To set the support beams to vibrate in
the second mode, their length has to be set to [102],

LS = 1.683

(√
E

ρ

WS

f0

) 1
2

(4.8)

where LS is the length of the support beam and Ws is its width. A scanning
electron micrograph of the FF resonator and its measured performance are
shown in Figures 4.21 and 4.22. The low amplitude of the spectrum is caused
by the impedance mismatch between the motional resistance and the 50 Ω
termination provided by the network analyzer.

4.4.1.2 MEMS/NEMS resonators via new materials
NEMS resonators may be produced either via “top–down” methods (fabri-
cation processes involving material deposition, photolithography and chem-
ical etching, as in the example discussed above) or “bottom–up” methods
(processes producing intrinsically small objects such as carbon nanotubes
and graphene sheets). The advantage of NEMS resonators obtained from

Figure 4.21 SEM photograph of the fabricated lateral FF-beam micromechanical resonator.

Source: Ref. [102]. Reprinted with permission from Microwave Journal.
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Figure 4.22 Measured frequency spectrum of the lateral FF-beam micromechanical
resonator.

Source: Ref. [102]. Reprinted with permission from Microwave Journal.

“bottom–up” fabrication procedures, however, is that their surfaces are nat-
ural planes and, thus, lack defects that can induce energy losses, thereby
exhibiting higher Qs [103]. In resonators for application as frequency-
determining elements in, for example, oscillators, the desirability of high Q
is due to its inverse relation to the oscillator phase noise, that is, the higher
the Q, the lower the phase noise, so the more stable the output frequency
produced. On the other hand, in the context of nanoresonators which are
applied to sensing extremely low masses, the sensitivity of the nanoresonator
is inversely proportional to its Q factor, and a number of additional loss
mechanisms that become important at nanoscales need to be suppressed.
These energy loss mechanisms, in addition to external anchor energy loss,
are said to include intrinsic nonlinear scattering mechanisms, the effective
strain mechanism, edge effects, grain boundary-mediated scattering losses,
and the adsorbate migration effect [105–107]. This topic of determining
noise in NEMS is currently one of much research, as the definitive causes of
these loss mechanisms seem elusive and are not settled knowledge yet [106].
Nevertheless, we next give examples of NEMS resonators implemented in
graphene and MoS2.

Investigation of the properties of graphene applied to resonators appears
to have been initiated by Bunch et al. [104], and a prototypical example
of a NEMS resonator based on graphene sheets was advanced by him and
his co-workers, where various properties of these resonators, including res-
onance frequency, spring constant, built-in tension, and quality factor, were
studied [104].
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One of the key features of graphene, utilized in conjunction with these
mechanical properties, is its outstanding electronic properties such as its
high electron mobility that enables ultrafast operation, for example, THz
field-effect transistors (FETs) and radiation detectors [108]. High mobility
also facilitates resonant plasma wave excitation in those structures which,
when configured as micron-length graphene plasma resonators, make them
compatible with the resonance frequencies of plasma oscillations in the THz
regime [108]. Plasma oscillations are wave-like propagation of the electron
density of a medium [72].

Recently, the utilization of graphene sheets as the gate of a field-effect
transistor-like device for detecting THz waves was reported by Svintsov et al.
[108] (Figure 4.23) in analogy to the resonant-gate transistor introduced more
than 50 years ago [109]. The device structure consisted of an FET in which
the gate was a floating graphene beam and the channel was a graphene sheet
(Figure 4.23a). To detect the incoming THz signal, the amplitude-modulated
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Figure 4.23 (a) Sketch of the proposed detector structure, (b) schematic view of suspended
GL static deflection (bold line) and its swinging amplitude δum(x) due to the driving GHz
force (thin lines), and (c) band diagram of the double-GL structure under applied voltage VG
(filled areas are occupied by electrons).

Source: Ref. [104].
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signal δV (t) at a modulation frequency ωm is collected as the THz antenna
output and applied between the top and bottom layers. This modulation signal
sets the graphene beam into mechanical oscillation at a frequency close to that
modulating the THz carrier, which is in the range of GHz. On the other hand,
the THz carrier frequency excites the plasma oscillations in the graphene;
this has been determined to be responsible for an increase in the electric field
between the top and bottom graphene layers (GLs) [108]. A detailed analysis
of the device was carried out by Svintsov et al. [108] in two steps, namely first
dealing with the plasma response, and then with the mechanical response.

The plasma response is determined by formulating the dynamics of the
electron density following the application of the driving electric field derived
from the modulated THz signal applied between the top and bottom GLs
(Figure 4.23a). The GL layers have length and width L and W �L, respec-
tively, and are separated by a vertical distance d. The GLs are biased by the
DC voltage VG, applied between the top and bottom GL, which induces an
electron density in the top GL and a hole density in the bottom GL, of equal
magnitude ρ, as represented in Figure 4.23c, and are given by,

CVG = eρ (4.9)

where

C =
CGCq/2

CG + Cq/2
(4.10)

withCG = ε0/d being the gate capacitance per unit area andCq = e2∂ρ/∂εF
being the quantum capacitance, which represents the variation of the Fermi
energy with electric field strength between the GLs. Svintsov et al. [108]
indicate that, for distances between the GLs d ≥ 20 nm and at room
temperature or for high carrier densities ρ, Cq � CG and C ≈ Cq · VD
applied across the bottom GL, which plays the role of channel of an FET,
induces a DC current through it.

Now, the signal to be detected, proceeding from the antenna, is repre-
sented by,

δV (t) = δVm cos(ωt)[1 +m cos(ωmt)] (4.11)

where δVm is its amplitude, ω is the THz carrier frequency,m is the amplitude
modulation depth, and ωm is the modulation frequency. This signal, which
may be represented by the small-signal voltage δV e−iωt applied between
the top and bottom GLs, elicits a plasma wave response that manifests
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itself as a potential difference δϕ+ − δϕ− between the top and bottom GLs
corresponding to the charge density perturbation eδρ concomitant with the
plasma wave given by,

C(δϕ+ − δϕ−) = −eδρ (4.12)

By charge continuity, ∂(eρ)/∂t = −∂J/∂x, with current density given
by Ohm’s law, J = σE = −σ∂ϕ/∂x, the charge perturbation in the top and
bottom GLs is given, respectively, by,

iωeδρ = σ+
∂2δϕ+

∂x2
→ iωeδρ

1

σ+
=
∂2δϕ+

∂x2
(4.13)

and

iωeδρ = −σ−
∂2δϕ−
∂x2

→ iωeδρ
1

σ−
=
∂2δϕ−
∂x2

(4.14)

where σ+ and σ− are the sheet conductivities of the top and bottom GLs.
Adding Equations (4.13) and (4.14), we obtain,

iωeδρ

(
1

σ+
+

1

σ−

)
=

∂2

∂x2
(δϕ+ − δϕ−) (4.15)

and using Equation (4.11) in Equation (4.15), we have,

∂2

∂x2
(δϕ+ − δϕ−) = −iωeC

(
1

σ+
+

1

σ−

)
(δϕ+ − δϕ−) (4.16)

or

∂2

∂x2
(δϕ+ − δϕ−) + iωeC

(
1

σ+
+

1

σ−

)
(δϕ+ − δϕ−) = 0 (4.17)

which may be written as,

∂2

∂x2
(δϕ+ − δϕ−) + γ2

w(δϕ+ − δϕ−) = 0 (4.18)

which is a wave equation with propagation constant, γ2
ω = iωeC

(
1
σ+

+ 1
σ−

)
.

The plasma wave embodied by the above equation was envisioned as
propagating in a circuit as shown in Figure 4.24.
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Figure 4.24 Transmission line equivalent of the double-graphene layer structure, including
contact resistance Rc, geometric inter-GL capacitance C, sheet inductance L, and sheet
resistance R.

Source: Ref. [108].

The circuit elements in this transmission line model, assuming Drude’s
conductivity in the GLs, namely,

σ± =
e2εF /(π~2ν±)

1 + iω/ν±
(4.19)

where ν± represents the carrier collision frequencies in their respective
layers, are given by,

L =
2π~2

e2εF
(4.20)

and

R =
π~2(ν+ + ν−)

e2εF
(4.21)

Defining the plasma wave propagation velocity in a gated graphene sheet, S,
by,

S =

√
e2εF
π~2C

(4.22)

the propagation constant may be expressed in a more transparent way as,

γm =

√
ω[2ω + i(ν+ + ν−)]

S
(4.23)

As usual, to find the solution of the differential equation in Equa-
tion (4.18), it is necessary to apply the pertinent boundary conditions. In this
case, these are given by the voltages at the left and right ends of the channel,
namely,

[δϕ+ − δϕ−]x=±L/2 =
δV ′

2
(4.24)
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The prime in δV ′ implies that the voltages driving the transmission line
are different from δV due to a voltage drop across the contact resistance to
the GLs. In particular, if δj is the incoming current density and RC is the
contact resistance, we have,

δV ′ = δV − 2δjRC (4.25)

With these boundary conditions, the solution to Equation (4.18) is found
to be [108],

δϕ+ − δϕ− = δV hω cos(γωx) (4.26)

where

hω =

[
cos

(
ωmL

2

)
− iωCRC

γm
sin

(
ωmL

2

)]−1

(4.27)

denotes the dimensionless plasma resonant factor, and the first resonant
frequency (assuming the collision frequency much smaller than the signal
frequency), ν � ω, is given by,

Ω =
πS√
2L

(4.28)

To calibrate our intuition, for a gate voltage VG = 2 V across a distance
d = 50 nm, which, according to Svintsov et al. [108], corresponds to a plasma
wave speed S ≈ 5 × 106 m/s, the concomitant first resonant frequency
is Ω/2π = 1.8 THz. As usual, in the neighborhood of the resonance, the
resonance factor may be expressed by a Lorentzian curve, expressed as [108],

|hω|2 ≈
0.8Q2

p

1 + 4Q2
p(ω/Ω− 1)2

(4.29)

where Qp represents the quality factor of the plasma oscillations and is
given by,

Qp =

[
ν+ + ν−

2Ω
+

4LCRCΩ

π2

]−1

(4.30)

In Equation (4.28), the response is characterized by a magnitude and
width determined by the average collision frequency, (ν+ + ν−)/2 and
the contact resistance. Using a realistic value for the contact resistance of
RC = 100 Ohm− µm, a plot of |hω|2 is shown in Figure 4.25.
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Figure 4.25 Plasma response function |hω|2 versus carrier frequency. The contact resistance
is RC = 100 Ohm − µm, and the collision frequency is ν = 1012 s−1. The structure length
L = 1 µm, and the velocity of the plasma waves is S ≈ 5 × 106 m/s. The Q-factor is
Qp ≈ 25.

Source: Ref. [108].

As seen previously, due to the applied gate bias, VG, opposite charges are
induced in the top and bottom GLs, and these opposite charges give rise to a
nonlinear electrostatic force [18] between the GLs.

If, in the presence of this force, an additional oscillating force of fre-
quency ω, such as that derived from the small signal being detected, is
applied, a so-called ponderomotive force, quantified by [110],

Fp = − e2

4mω2
∇(E2) (4.31)

is also experienced by the GLs. The average (the averaging time is taken as
a period of time much less than 2π/ωm) ponderomotive force of attraction
between the GLs was given by Svintsov et al. [108] as,

F p(x, t) =
CV 2

G

2d
+
CV 2

G

2d2
δu(x, t)

+ |hω|2| cos(γωx)|2CδV
2
m

4d

×
[(

1 +
m2

2

)
+ 2m cos(ωmt) +

m2

2
cos(2ωmt)

]
(4.32)

This expression may be interpreted as follows [108]. The average force
of attraction is the result of the constant gate voltage VG, represented by
the first term; the time-varying distance between the top and bottom GLs,
represented by the second term; and rectification of the amplitude modulated
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signal, represented by the third term. This third term, in turn, contains a DC
component, which may be used for detecting unmodulated signals, a term at
the modulation frequency, ωm, which induces forced oscillations of the top
GL beam at this frequency, thus representing a mechanical response most
pronounced when ωm is near the beam resonance frequency and the double
frequency component 2ωm. When the double frequency component is well
above the beam resonance frequency, this cannot follow the vibration, and
its displacement at this frequency tends to be negligible [18]. The average
force given above must elicit a displacement, the nature of which is dealt
with subsequently.

In response to a force, the GL beam will displace a distance u(x, t). The
relationship between the force and the corresponding displacement u(x, t) is
arrived at by solving the elasticity equation for graphene [111]. This equation
was expressed by Svintsov et al. [108] as,

ρgrωm(ωm − ivm)δum + T
∂2um
∂x2

= −
CV 2

G

d2
δum

− m

2

CδV 2
m

d
|hω|2| cos(γωx)|2

(4.33)

where ρgr = 7 × 10−7 kg m−2 is the mass density of graphene, m is
the modulation index, νm represents the mechanical damping, u(x, t) =
u0(x) + δu(x, t), with u0(x) representing the average displacement and
δu(x, t) = δum(x)e−iωmt representing the time-varying portion of the
displacement, oscillating at the modulation frequency and T is the elastic
force density given by,

T = Ehδx (4.34)

where Eh = 340Nm−1 is the two-dimensional elastic stiffness and dx is the
tensile strain. In Equation (4.33), the first term on the right of the equal sign
has been indicated to be responsible for reducing the resonance frequency of
the beam [108] by an amount ωshift = (VG/d)

√
C/ρgr, which for VG − 2V

and d = 50 nm yield, ωshift/2π ≈ 100MHz. Equation (4.32) may be further
simplified by defining ω̃2

m = ωm(ωm − iνm) + ω2
shift and the transverse

velocity of sound as cs =
√
T/ρgr to yield,

c2
S

∂2um
∂x2

+ ω̃2
mδum = −m

2

CδV 2

ρgrd
|hω|2| cos(γωx)|2 (4.35)
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For the clamped–clamped beam, in which there is zero displacement at
x = ±L/2 (Figure 4.23c), the x-average of the displacement was given as
[108],

〈δum(x)〉 =
m

4

CδV 2

ρgrd|ω̃2
m|
|hω|2|Hω,ωm | (4.36)

from which the gate-channel capacitance may be estimated. In Equation
(4.36), the factor,

|Hω,ωm | =
tan γmL

γmL

[
cos γ′ωL

1− (γ′ω/γm)
+ 1

]
−
[

sin(γ′ωL)/γ′ωL

1− (γ′ω/γm)2
+ 1

]
(4.37)

where it is assumed again that ν � Ω, that is, the damping is much less than
the frequency, γm = ω̃m/(2cS), γ′ω = Re(γω) and Im(γω) ≈ 0, denotes the
mechanical resonance factor and captures the most pronounced resonances.
Figure 4.26 shows a plot of |Hω,ωm |. The resonance may be described by a
Lorentzian curve given by,

|HΩ,ωm | ≈
1.1 Qm√√√√1 + 4 Q2

m

(
1−

√
ω2
m+ω2

m\shift

Ωm

)2
(4.38)

where Qm = Ωm/νm is the quality factor of the mechanical resonator which
for graphene resonators tuned to the frequencies of hundreds of MHz are of
the order of 100.

Figure 4.26 Mechanical response function |Hω,ωm | versus modulation frequency ωm.
Structure length L = 1 µm, tensile strain of top GL is δx = 0.01, quality factor Qm = 103.

Source: Ref. [108].
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4.5 Summary

In this chapter, we have dealt with the fundamental physics of MEMS/NEMS
devices, in particular, switches, varactors, and resonators. In our treatment,
we have presented miniaturized devices fabricated via the “top–down”
approach, in which material deposition, photolithography, and chemical
etching are some of the key steps to fabricate the devices. In an almost
parallel fashion, we have also presented versions of these devices fabricated
via “bottom–up” methods. The emphasis, however, has not been on the
fabrication of the devices but on their structures and device physics.





5
Understanding MEMS/NEMS for Energy

Harvesting

5.1 Introduction

The fundamental motivation for energy harvesting, in the context of the
Internet of Things (IoT), is energy autonomy. That is, since wireless sensor
nodes are isolated and remote (inaccessible), they need to operate with limited
battery power or capture (harvest) energy from the environment.

A number of approaches are employed to harvest energy from the envi-
ronment, including capturing ambient energy (such as radio signals from
TV stations, cell phone base stations, etc.) for converting it to DC power; con-
verting solar energy into DC power; converting thermal gradients into energy;
and converting environmental mechanical vibrations into energy [112]. The
prototypical architecture for an IoT node is depicted in Figure 5.1 [113].

In this chapter, we review various approaches to energy harvesting, in
the context of the IoT, including, whenever possible, their implementation as
MEMS/NEMS devices.

5.2 Wireless Energy Harvesting

Since the atmospheric environment is permeated by radio frequency signals
from a wide variety of sources, for instance, TV broadcast stations and cell
phone base stations, it is natural to explore the possibility of capturing these
signals to derive from them DC power for IoT devices. Such a feasibility
study was carried out by Kitazawa et al. [114]. In their study, they calculated
and measured the power spectral density of the power received in a common
suburban area, as derived from ambient signals (Figure 5.2). In particular,
for an antenna of gain Gt and transmitting power Pt, the power flux density

113
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Figure 5.1 Prototypical architecture of an energy-harvesting-enabled wireless sensor plat-
form.

Source: Ref. [113].
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Figure 5.2 TV and mobile telephone frequency allocations chart.

Source: Ref. [114].

(PFD) received at a distance R is given by,

S =
PtGt
4πR2

K (5.1)

where K = 2.56 is a factor representing the reflection coefficient [114].
They found that the median value of received power from the 800 MHz

band from cell phone base stations, namely −25 dBm, was, on average,
13 dBm higher than that from Digital TV broadcasting.

On the other hand, while one would, logically, ask whether the radio
frequency (RF) power in residential and suburban areas coming from AM
and FM radio, TV broadcasting, cell phones, and wireless local area net-
works (LAN) should also be targeted for harvesting, these had previously
been determined to be much weaker than that from Digital TV and base
stations (BS), and so, their pursuit was abandoned. Table 5.1 represents the
specifications for the power transmitted by Digital TV and base stations,
and Figure 5.3 shows plots of the respective calculated received power flux
density versus distance.
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Table 5.1 Transmission power specifications
Name Digital TV Cell Phone Base Station
Transmission power 3 kW 3 W
Effective radiated power 25 kW 500 W
Source: Ref. [114].
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Figure 5.3 Calculated power flux density as a function of distance.

Source: Ref. [114].
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Figure 5.4 Measured results of ambient RF signals: Digital TV. Fill in graphic denotes
buildings.

Source: Ref. [114].

The results of the measurements alluded to above in a suburban area are
shown in Figures 5.4 and 5.5.

The measurement conditions were as follows. Using a standard dipole
antenna and a spectrum analyzer, the TV transmission was measured in an
area approximately 10 km away from the TV station.

On the other hand, the 800 MHz signal emitted by a cell phone base
station located at the top of a building, at an altitude of 50 m in the same area,
was measured. The received signal was not line of sight because the building
in question was in a depressed terrain, as a result of which the measured
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Table 5.2 Characteristics of ambient RF energy sources
Characteristic Ambient RF Energy

Power density 0.0002–1 µW/cm2

Output 3–4 V (open circuit)

Availability Continuously

Weight 2–3 g

Pros • Antenna can be integrated into frame
• Widely available

Cons • Distance-dependent
• Is a function of available power source

received power was lower than that predicted by Equation (5.1). In particular,
received power lower than −30 dBm was observed in the range of 500 m
from the cell phone BS. The general characteristics of ambient RF power
were discussed in Ref. [114] and are summarized in Table 5.2.

Once received, the ambient RF power must be converted to DC power.
This is addressed in the subsequent section.

5.2.1 RF-DC Conversion Circuit

The problem of RF-to-DC conversion is the familiar one of AC rectification,
except that here we are dealing with signals at frequencies in the hundreds and
thousands of MHz. A prototypical RF ambient energy architecture is shown
in Figure 5.6.
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Figure 5.6 Architecture of prototypical energy harvesting system. The 1F capacitor is for
energy storage.

Source: Ref. [114].
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Figure 5.7 Schematic of a 6-stage RF-DC conversion circuit.

Source: Ref. [114].

An experimental realization of the RF-DC circuit was implemented and
tested by Kitazawa et al. [114] (Figure 5.7). In this circuit, the cascade
connection of single-stage RF-DC conversion circuits is such that the output
voltage of the 1st RF-DC conversion circuit is added to the first diode of the
2nd RF-DC conversion circuit and so on. With capacitors Cin of 10 pF and
Cg of 1 pF, and a Hitachi Semiconductor HSB276AS Schottky barrier diode,
a 1 GHz – 20 dBm signal applied at the input of this 6-stage circuit yielded
an output voltage of 20 mV, which was about over 10 times higher than that
obtained with a single-stage diode rectifier.

The performance of this circuit is given in Table 5.3.
The development of the storage energy, that is, the charging of the storage

capacitor, is not instantaneous, but takes some time. For the circuit in question
(Figure 5.7), the measured accumulated (charging) voltage versus time on a
1F capacitor was as depicted in Figure 5.8 [114].
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Table 5.3 RF-to-DC converter efficiency
Input Power Open Circuit Voltage Terminal Voltage@ Conversion Efficiency
(dBm) (mV) RLoad = 10 kΩ (mV) (%)
5 5590 790 19.7
10 3240 307 9.4
15 1729 97.8 3.0
20 1816 27.4 0.8
Source: Ref. [114].
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Figure 5.8 Accumulated voltage by RF energy harvesting.

Source: Ref. [114].

In general, the sources of RF ambient energy possess different frequencies
due to the adoption of different standards around the world. Information
pertinent to several countries is provided in Figure 5.9 and Table 5.4. Piñuela
et al. [115] have reported wireless energy harvesting circuit architectures for
the collection of multiple frequencies, thus enabling reception and power
extraction from many portions of the available RF spectrum.

5.2.2 Resonant Amplification of Extremely Small Signals

As shown in Figure 5.1, the prototypical architecture of an energy-harvesting-
enabled wireless sensor platform has three stages, namely the energy sources,
the power system, and the sensor system, which includes the transceiver
interfacing with the sensors. To conserve energy, IoT wireless nodes require
low-power RF transceivers that remain dormant while not in use and that can
be woken-up by extremely low-power signals [116].

One of the major obstacles for a transceiver is waking-up upon detection
of low-power signals possessing an amplitude significantly below the thresh-
old voltages of state-of-the-art semiconductors or alternative MEMS devices.
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Figure 5.9 Ambient E-field intensity in (a) Tokyo, Japan and (b) Atlanta, GA, USA.

Source: Ref. [113].

Another issue is incorporating high-frequency selectivity to avoid false wake-
up caused by interference signals in the adjacent RF spectrum. These issues
have been addressed by Lu et al. [116] in their piezoelectric RF resonant
voltage amplifier concept.

Figure 5.10 depicts the approach of Lu et al. [116] to detecting or
amplifying faint signals. The signal received by the antenna is coupled to
a piezoelectric voltage amplifier and then subsequently to the rectifier and
from this to a comparator to decide whether or not to wake up the transceiver.

The key element of the approach is the piezoelectric voltage amplifier
[117]. In this passive (no DC bias) amplifier, amplification is effected by
virtue of the generation of an acoustic wave that, via the piezoelectric effect,
is accompanied by an electric field. The device gain is proportional to the
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Table 5.4 RF power density in London, UK
Average SBA Maximum SBA

Band Frequency (MHz) (nW/cm2) (nW/cm2)
DTV 470–610 0.89 460
GSM 900 (MTx) 880–915 0.45 39
GSM 900 (BTx) 925–960 36 1930
GSM 1800 (MTx) 1710–1785 0.5 20
GSM 1800 (MTx) 1805–1880 84 6390
3G (MTx) 1920–1980 0.46 66
3G (BTx) 2110–2170 12 240
WiFi 2400–2500 0.18 6
Source: Ref. [114].
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Figure 5.10 Aluminum nitride (AlN) piezoelectric RF resonant voltage amplifier.

Source: Ref. [116].

ratio of the total input area to the total output area, AinNin/AoutNout, where
Ain and Aout are the areas of the input and output electrodes, respectively,
and Nin and Nout are the number of input and output electrodes/fingers,
respectively; these input and output electrodes are being implemented with
interdigitated transducers (IDT). The amplification mechanism is discussed
next with reference to Lu et al.’s implementation (Figure 5.11) [116].

In the first place (Figure 5.11a), IDTs are patterned on both sides of
an AlN substrate. In the second place, an applied voltage, Vin, generates
a lateral mode acoustic wave via the piezoelectric effect. And, in the third
place, the acoustic wave propagates and reflects at the acoustic boundaries,
and so, it bounces back and forth in the substrate. The acoustic wave arriving
between Vout and Vgnd, as a result of the input signal between Vin and Vgd,
is characterized by a voltage gain G.

In Figure 5.10, since the rectifier has a capacitive input, the preceding
piezoelectric voltage amplifier must produce a high voltage gain across it;
this is the situation in most IoT applications, and thus, the open circuit gain is
a key figure of merit. Since the system is passive and assumed nearly lossless,
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Figure 5.11 AlN resonant voltage amplifier. (a) 3D sketch of the cross-sectional displace-
ment mode shape obtained from FEM. Equivalent circuit models (b) with transformers and
(c) without transformers.

Source: Ref. [116].

the input and output powers are equal, that is,

IinVin ≈ IoutVout (5.2)

or
Vout
Vin

=
Iin
Iout
∼=

AinNin

AoutNout
(5.3)

The open circuit gain of the device is defined as the ratio of the total voltage
on the output port to the total voltage on the input port. This voltage gain may
be calculated from the equivalent circuit of the device in Figure 5.11b and is
given by [116],

G|R s in
ω=ωG

6=0 =

G|
R s in
ω=ωG

= 0 · Rin
Rs in√(

Rin
Rs in

+ 1
)2

+
(

π2

8Qk2t in

)2
+ 1

k2t inQ
2
π2Nc

8N2
eff

(5.4)
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where, in Figure 5.11b, Neff is the effective turns ratio that represents any
deviation from the ideal ratio N caused by the distortions in the periodic
displacement/stress across the resonator body, Cin and Cout are the static
capacitances of the input and output IDT transducers, and Cp is the total
capacitance loading the ports due to the parasitics of the routing lines and
the pads. Taking into account these parasitics, the capacitance ratio of the
structure is defined as NC = (Cin +Cp)/(Cout +Cp), whereas it is assumed
that Neff = Cin/Cout. The routing resistances are accounted for via the
resistors Rs in and Rs out. After the input circuit, we find a series RLC
resonator that represents the piezoelectric resonator (acoustic waves bouncing
back and forth laterally), where Rm, Lm, and Cm, are the motional resistance,
inductance, and capacitance [81]. These parameters, in turn, are expressed in
terms of more fundamental parameters such as the input electromechanical
coupling, k2t in [81]; the mechanical resonant frequency, ωs; and the quality
factor, Q, to give,

Cm =
8

π2
Cink

2
t in (5.5)

Rm =
1

ωsQCm
(5.6)

Lm =
1

ω2
sCm

(5.7)

Now, to capture the fact that the device is only partly excited by input
transducers, the electromechanical coupling coefficients of the input port,
k2t in, and output port k2t out are expressed as,

k2t in = k2t ·
Neff

Neff + 1
(5.8)

k2t out = k2t ·
1

Neff + 1
(5.9)

where k2t in this case is the intrinsic electromechanical coupling coefficient of
an identical device; the excitation of all transducers is derived from the input.
Upon analyzing the system, Lu et al. [116] concluded that the maximum gain
occurs at the frequency of the series RLC resonance, namely when Lm tunes
out Cm andNeff2Cout. Under these circumstances, forQ� 1, this frequency
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Figure 5.12 Open circuit gain versus frequency. The open circuit gain is defined as the ratio
of the total voltage on the output port over the total voltage on the input port.

Source: Ref. [116].

Table 5.5 Voltage amplifier characteristics and equivalent circuit model
Key Characteristics Equivalent Circuit Model Performance
Q∗ 1647 Neff 2 Calc. G 6.85

k2t in 1.24% Rm 104 Ω Meas. G 7.27

k2t out 0.62% Lm 54 µH Calc. fractional 3 dB BW 0.109%

Cin 184 fF Cm 1.84 fF Meas. fractional 3 dB BW 0.113%

Cout 92 fF Rs in 82.8 Ω

Cp 31 fF Rs out 119 Ω
Source: Ref. [116].

is approximated by,

ωG = ωs

√
1 +

8

π2
k2t

1

Neff + 1
× Cout
Cout + Cp

(5.10)

Figure 5.12 shows a plot of the open circuit gain, where a peak gain of
close to 8 is obtained. This gain, for an input power of −20 dBm, produces
a peak output voltage of ∼32 mV. The device parameters utilized in the
experiment are presented in Table 5.4.

5.3 Mechanical Energy Harvesting

A discussion on mechanical energy harvesting is facilitated by classifying
the various sources of mechanical energy. According to Gilbert and Balouchi
[118], these sources may be classified into those dependent on motion that
remains constant over long periods of time, typified by the air flow used in a
turbine; those that derive from an intermittent motion, typified by walking;
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and those that derive from cyclic motion, typified by vibration sources.
Because of its ubiquity, we will focus on the latter.

A vibration source is characterized by its amplitude and spectrum, that
is, the set of vibration frequencies accompanying it. Figure 5.13 shows the
acceleration, and Figure 5.14 shows the displacement for vibrations typical
of a domestic freezer.

It must be kept in mind that, in general, the amplitude of the vibration and
its frequency spectrum are impacted by the presence of the energy harvesting
device it feeds, in terms of the relative masses of the harvesting device and
that of the vibrating mass [118]. In addition, the available energy may be
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Figure 5.13 Vibration amplitude as a function of frequency for a domestic freezer:
Acceleration magnitude.

Source: Ref. [118].
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altered by changes in the environmental conditions surrounding the vibration
equipment, which may affect its vibration modes.

5.3.1 Theory of Energy Harvesting from Vibrations

The theory of vibration-based energy harvesting devices is normally derived
by studying the mass, spring, and damper system shown in Figure 5.15. The
equation of motion of the system is given by [118],

m
d2x(t)

dt2
+ b

dx(t)

dt
+ kx(t) = −md2u(t)

dt2
(5.11)

where b represents the viscous damping coefficient for a damping force
proportional to the velocity and u(t) is the displacement.

The steady-state solution to Equation (5.11) is given by [118],

x(t) =
ω2√(

k
m − ω2

)2
+
(
bω
m

)2U sin(ωt+ φ) (5.12)

The questions to be asked in determining the performance of the system are
the following. For a given displacement of amplitude U and frequency ω,
u(t) = U sin(ωt): (i) What is the power dissipated? and (ii) What is the
useful power extracted/harvested? The answers to these questions have been
given by Gilbert and Balouchi [118]. The answer to the first question, the

k

m

b
x(t)

u(t)

Figure 5.15 Model of a translational inertial generator. The mass is represented by the proof
mass m, the spring stiffness by k, and the energy damping by b.

Source: Ref. [118].
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power dissipated, is,

Pd =
mξTA

2ω2 ω2

ω3
n√[

1−
(
ω
ωn

)2]2
+
[
2ξT

(
ω
ωn

)]2 (5.13)

where ω=
√
k/m is the mechanical resonance frequency of the system,

ξT = b/(2mωn) is the total damping factor, and A is the acceleration ampli-
tude. A plot of the normalized power dissipation is shown in Figure 5.16.

As may be appreciated from Figure 5.13, increasing the damping factor
causes the peak amplitude, which occurs at a driving frequency equal to the
resonance frequency, to decrease and the bandwidth to increase. Thus, in
applications in which the system is driven at a constant frequency, a low
damping factor is desirable, but in those in which the system is driven by
a range of frequencies, higher damping factor would result in higher average
power [118].

At resonance, the power dissipated during vibration due to damping is
given by,

Pd =
mA2

4ωnξT
(5.14)

The second question is obtained by assuming the total damping to be divided
into two parts, namely one that represents energy loss due to conversion
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resonator with damping factor as a parameter.
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from mechanical to electrical energy, ξe, and one that represents the parasitic
energy losses, ξp, representing losses. In terms of these, the useful electrical
power is given by [118],

Pe =
mA2ξe

4ωn(ξe + ξp)2
(5.15)

which gives the maximum extracted power when ξe = ξp, namely,

Pe =
mA2

16ωnξe
(5.16)

This expression is valid for ξe 6= 0. It can be shown, however, that as
ξe → 0, the vibration amplitude would tend to increase indefinitely; however,
this increase is limited by practical factors such as the size of the proof mass.
When this limitation is taken into account, it was found that the maximum
useful power extracted is given by [119],

Pemax = m
4
3 ρ−

1
3Aωn (5.17)

where ρ is the density of the proof mass. Equation (5.17) also assumes that
the mechanical to electrical transduction mechanism is lossless. However,
in reality, there is an energy cost in converting from one form of energy
to another. This is captured by the efficiency of the transduction process
and, thus, depends of the different approaches to effecting this process.
Mechanical vibration to electricity conversion processes are classified as the
electromagnetic type, the piezoelectric type, and the electrostatic type. For
compact IoT nodes, it is desirable to employ small size energy harvesters,
for example, less than 10 cm3 in volume [123]. Therefore, piezoelectric and
electrostatic converters are preferred.

5.3.1.1 Piezoelectric conversion
In piezoelectric mechanical to electrical energy conversion, environmental
mechanical vibrations are converted into energy through piezoelectric effect.
In particular, with respect to Figure 5.14, as the proof mass vibrates in
response to a mechanical acceleration in the z-direction, the expansions and
contractions of the piezoelectric layer cause the voltage V to appear (see
Section 3.1.2). The proof mass’ position at the beam tip results in a larger
vibration amplitude and a lower resonance frequency.

A set of analytical expressions for the design of the piezoelectric can-
tilever resonator, useful for preliminary design, have been given by Saadon
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Figure 5.18 Piezoelectric cantilever resonator sketch referred to in design equations.

Source: Ref. [120].

and Sidek [120] and are reproduced below, with reference to the notation in
Figure 5.15, for convenience.

Following Saadon and Sidek [120], we proceed as follows. The resonant
frequency of a piezoelectric cantilever with a uniform lineal mass density is
normally expressed by,

fn =
ν2n

2πl2

√
EI

m′
(5.18)

where, for the nth mode of vibration, fn and ν2n are the corresponding
resonant frequency and eigenvalues, respectively; l denotes the cantilever
beam length; E denotes the cantilever Young’s modulus; I denotes the area
moment of inertia about the neutral axis; and m′ denotes the mass per unit
length of the cantilever. Now, due to the composite nature of the beam, it is
convenient to write Equation (5.18) in terms of the bending modulus per unit
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width, Dp. This yields,

fn =
ν2n

2πl2

√
Dp

m
(5.19)

where m = ρptp + ρsts. In this way, the mass per unit area, m, is expressed
in terms of the sum of the products of the density and thickness of each layer,
where ρptp is the product of the density and thickness of the piezoelectric
layer, whereas ρsts is the product of the density and thickness of the support
layer.

For two layers, the bending modulus Dp is a function of the Young’s
modulus and the thickness of the two layers, and is expressed as,

Dp =
E2
pt

4
p + E2

s t
4
s + 2EpEstpts(2t

2
p + 2t2s + 3tpts)

12(Eptp + Ests)
(5.20)

In the case under consideration, the cantilever beam is loaded with a proof
mass located at its tip. Therefore, the resonance frequency to take this into
account is expressed as,

fr =
ω

2π
=

1

2π

√
k

me
(5.21)

where ω, k, and me denote the angular frequency, the spring constant at the
tip, and the effective mass of the cantilever, respectively.

Now, when the size of the attached proof mass is smaller than the beam
length, the resonant frequency is approximated as,

fn =
ν ′2n
2π

√
k

me + ∆m
(5.22)

where the effective mass me = 0.236 mwl when considering the axial veloc-
ity, which acts on the length or the width (w� l). In this case the spring
constant, k, for the composite beam may be expressed as,

k =
3Dpwp
l3

(5.23)

On the other hand, whenever the proof mass is not located at the tip of the
beam, but its center is concentrated at a distance lm/2 from the tip, then the
effective spring constant at this point is expressed as,

k′ = k

(
l

l − lm
2

)3

(5.24)
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With these considerations, the resonance frequency for the piezoelectric
cantilever energy harvester is given by [120],

fn =
v2
n

2π

√
0.236wpDp(l − lm/2)3

0.236mwpl7 + ∆ml3(l − lm/2)3
(5.25)

The energy conversion process in a piezoelectric cantilever energy harvester
is characterized by an efficiency, η. In particular, the conversion process
consists in that, when mechanically strained, the composite piezoelectric
beam will generate across it an electric field proportional to the mechani-
cal strain, whereas, when experiencing an applied electric field across it, a
mechanical strain is generated in it. These phenomena are described by the
piezoelectric strain constant, d, which gives the relationship between applied
mechanical stresses and the resulting electric field, and the electromechanical
coupling coefficient, k, which relates the applied electric field to the resulting
mechanical strain. This latter coefficient enters determining the efficiency of a
piezoelectric resonant generator [119]. For a clamped–clamped piezo element
that is cyclically compressed at its resonant frequency, the efficiency is [119],

η =

k2

2(1−k2)
1
Q + k2

2(1−k2)
(5.26)

whereQ is the quality factor of the resonator. Obviously, k is a property of the
piezoelectric material being utilized. Typical materials and their respective k
values are lead zirconate titanate (PZT), k≤ 0.75; and polyvinylideneflouride
(PVDF), k ∼ 0.12−0.15.

A recent MEMS/NEMS implementation of the piezoelectric cantilever
energy harvester was reported recently by Iannacci et al. [121] (Fig-
ure 5.19). In this device, proof masses are located at the extremes of a thin
beam/membrane that is anchored as shown (Figure 5.19). The masses are
linked to the thin central portion of the membrane via stiffening wedges.
As the beam vibrates, the normal in-plane strain, required for piezoelectric
conversion, is confined to the central area of the membrane, that is, where an
AlN piezoelectric conversion layer is located. By connecting electrodes to the
anchors, as shown in Figure 5.20, the voltage developed via the piezoelectric
effect is sensed.

The analysis and design of the device is best carried out using a finite-
element analysis (FEA) software tool that numerically simulates its behavior.
Figure 5.21 shows simulated and measured results for the output power versus
frequency of the device [121].



5.3 Mechanical Energy Harvesting 131

Figure 5.19 Piezoelectric MEMS/NEMS energy harvester: 3D flexing view. A central
rectangular membrane, made of 20-µm-thick silicon, is fixed to the surrounding frame with
four small anchors.

Source: Ref. [121].
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Figure 5.20 Piezoelectric MEMS/NEMS energy harvester: Top view showing interface to
electronics.

Source: Ref. [121].
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Figure 5.21 Measured versus simulated output power of the piezoelectric energy harvester
loaded with a 1 MΩ resistor at resonance and stimulated with an acceleration of 1.5 m/s2.

Source: Ref. [121].
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5.3.1.2 Electrostatic conversion
In the electrostatic conversion paradigm, power is extracted from a charged
capacitor, while its capacitance varied as a result of mechanical vibration.
Since the capacitance is given by,

C =
εA

d
=
Q

V
(5.27)

the capacitance may be caused to change when the vibration alters its inter-
plate (inter-electrode) dielectric constant, ε, or separation, d, or its area, A,
which, in turn, manifests as a change in its charge, Q, its voltage or both
[122]. From the fact that, as discussed in Section 3.1.1 for a parallel-plate
capacitor, the opposite charges in the plates produce a force of attraction that
tends to reduce d, and when the plates are constrained to be fixed/unmovable,
energy is stored of a value,

E =
1

2
QV (5.28)

which may be expressed as [118],

E =
Q2V

2εA
(5.29)

when the charge is constrained to be constant, or,

E =
εAV 2

2d
(5.30)

when the voltage is constrained to be constant. The electrostatic conversion
processes may be understood with reference to Figure 5.22, as explained by
Boisseau et al. [123].

Umin Ucst Umax U
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Q2
Q3

Q4

Qcst

Qmax

Q

Cmin

Cmax
V1 V2

V3

Charge is collected

Q-constrained

Conversion

V-constrained cycle

Charge
injection

0

Figure 5.22 Standard energy conversion cycles for electret-free electrostatic devices.

Source: Ref. [123].
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In general, there are two approaches to effect electrostatic conversion,
depending on whether or not electrets are employed. An electret is “a dielec-
tric material that has a quasi-permanent electric charge or dipole polarization
that generates internal and external electric fields, and is the electrostatic
equivalent of a permanent magnet” [124]. In the electrostatic converter
approach that does not use an electret (the electret-free approach), use is made
of an active electronic circuit that requires an external agent, for example, a
battery, a charged storage capacitor or the like, to effect charging/discharging
cycles of the capacitance and must be synchronized with the capacitance
variation. In the context of realizing fully autonomous IoT nodes, the need
for a battery would render autonomy impossible. On the other hand, in the
approach that uses the electret, it is possible to directly convert mechanical
power into electrical power without the need for an external battery.

The electret-free approach to electrostatic conversion may be effected in
either of the two cycles, namely the charge-constrained cycle and the voltage-
constrained cycle.

The charge-constrained cycle (Figures 5.22 and 5.23a) starts when the
charge Q1 is injected into the device until it reaches its maximum capacitance
Cmax. During this path, the capacitor is being charged by an external source
until an electric charge Qcst, corresponding to a voltage Umin, is stored.
The device is then placed into the open circuit state Q2. Next, the device
moves mechanically to position Q3, where its capacitance is at a minimum.
Since the charge Qcst is held constant while the capacitance C decreases, the
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Figure 5.23 Standard energy conversion cycles for electret-free electrostatic devices.
(a) Charge-constrained cycle. (b) Voltage-constrained cycle.

Source: Ref. [123].
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voltage across the capacitor U increases. Then, when the capacitance reaches
its minimum, Cmin, or the voltage its maximum, Umax, electric charges are
removed from the structure at state Q4. The total amount of energy converted
during each cycle is given by [123],

EQ=cte =
1

2
Q2

cst

(
1

Cmin
− 1

Cmax

)
(5.31)

The voltage-constrained cycle (Figures 5.22 and 5.23b) starts when the
capacitance of the device is at maximum at V1. Following path V1, the
capacitor is charged by an external voltage source until a voltage Ucst is
attained. This voltage is maintained throughout the conversion cycle by an
external electronic circuit. Since the voltage is constant and the capacitance
decreases, during the vertical V2 path, the charge of the capacitor decreases,
thus generating a current that is extracted from the capacitor. When the
capacitance reaches its minimum value, the charge Q still present in the
capacitor is completely collected during path V3. The total amount of energy
converted during each cycle is given by,

EU=cte = U2
cst(Cmax − Cmin) (5.32)

Boisseau et al. [123] have pointed out that, to attain a high efficiency, it is
necessary to employ a voltage of the order of 100 V or greater. This, therefore,
sets a limitation on these devices, namely that they require an external supply
in order to initiate the first cycle. After the first cycle, they claim that part of
the energy harvested at the end of a cycle can be re-injected into the capacitor
to start the next cycle. The need for an external battery may be circumvented
by the utilization of electrets [124]. These, electrically charged dielectrics
enable the permanent polarization of electrostatic energy harvesters, thus a
direct mechanical-to-electrical conversion.

We conclude this section with an interesting electrostatic energy harvester
concept advanced by Huang et al. [125] (Figure 5.24). In this concept,
the externally applied voltage of the electret-free electrostatic converter is
replaced by the charge generated by a coating of photosensitive material on
an RF MEMS capacitor (Figure 5.25). In operation, the charge developed for
a switch of capacitance C is related to the developed voltage V across it by
Q = C × V . When the charge accumulated in the capacitance is such that
the pull-in voltage is reached, the beam snaps down and the charge flows
out of the capacitor into a storage component where a voltage of 2.7–4.2 V
is stored. This is, in turn, applied to a regulator that drives the load and the
charging cycle repeats.
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Figure 5.24 Representation of RF MEMS energy harvester.

Source: Ref. [125].
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Figure 5.25 Sketch showing the operation of an RF MEMS switch. (a) Beam/membrane UP.
(b) Beam/membrane DOWN.

Source: Ref. [125].
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Figure 5.26 Sketch showing the operation of an RF MEMS switch: The structure and
operation of the energy harvester. The application of a photosensitive coating and transparent
electrode on the beam causes an electric charge to be generated and stored in the RF MEMS
structure.

Source: Ref. [125].
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Table 5.6 Dimensions of the RF MEMS switch
Component Material Dimension
MEMS bridge Aluminum t = 1 µm

L = 150 µm
w = 200 µm

Signal line Aluminum Thickness = 1 µm
W = 100 µm

Dielectric layer SiO2 gSiO2 = 1 µm
Air gap Air gAir = 1.7 µm
GSG gap Air G = 25 µm
Source: Ref. [125].

The concept was experimentally implemented using the capacitance of
an RF MEMS switch (Figure 5.23), which uses aluminum as the beam’s
structural material, with a Young’s modulus E = 70 GPa and a spring
constant k = 132.7 N/m, resulting in a pull-in voltage of Vp = 40 V; its
dimensions are described in Table 5.6.

While the concept was not fully demonstrated experimentally, it shows
great potential for powering autonomous IoT nodes.

5.4 Summary

In this chapter, we have dealt with the concept of “Energy Harvesting.” In
particular, the fundamentals of various approaches to power autonomous
IoT nodes have been presented. The approaches discussed are: (i) Wireless
energy harvesting, dealing with the capture and conversion into DC power of
RF signals present in the environment, including radio and TV signals, and
cell phone base station signals; (ii) Mechanical energy harvesting, dealing
with the piezoelectric and electrostatic approaches. After discussing the
fundamentals, examples of implementation of these approaches were also
presented.



6
NEMX Applications in the IoT Era

6.1 Introduction

Up to this point, we have dealt with the understanding of nanoelectrome-
chanical quantum circuits and systems (NEMX), as exemplified by: (1)
Uncovering of their origins, impetus, and motivation; (2) Developing an
understanding of their device physics, including, the topics of actuation,
mechanical vibration, and sensing; (3) Studying the fundamentals of key
devices, namely, MEMS/NEMS switches, varactors, and resonators, includ-
ing implementations gathered from the literature; (4) And studying their
energy supply via energy harvesting, in particular, as derived from wireless
energy and mechanical vibrations. In this chapter, after an introduction of
the fundamentals of IoT networks and nodes, we explore how the NEMX
components are encroaching in a variety of IoT applications. Finally, we
address the subject of the IoT in the context of emerging mmWaves/5G (fifth
generation wireless networks) technology.

6.1.1 Wireless Connectivity

The fundamental physical phenomenon that enables the IoT is the propa-
gation of electromagnetic waves between network nodes, which occurs at
certain frequencies. These frequencies may be conceived of as pertaining to
licensed bands or unlicensed bands. License bands are frequencies whose
utilization requires authorization for their use, that is, a license from gov-
ernments of respective countries. On the other hand, unlicensed bands are
frequencies whose use is unregulated, thus, everyone is free to use them
without government authorization, that is, without a license, provided certain
limits regarding acceptable transmitted power and interference levels are
complied with. While the prototypical example of licensed bands are those
frequencies employed for cell phone communications, that for unlicensed

137
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Table 6.1 Worldwide unlicensed frequency bands
USA Europe Japan Africa Asia Rest of the World
• 315 MHz • 433 MHz • 315 MHz • 422 MHz • 315 MHz • 2.4 GHz
• 433 MHz • 868 MHz • 426 MHz • 433 MHz • 5 GHz
• 915 MHz • 950 MHz • 470 MHz

• 780 MHz
• 433 MHz
• 915 MHz

Source: Ref. [126].
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Node

Figure 6.1 Network topologies: Mesh.

Source: Ref. [126].

bands is typified by those used for industrial, scientific, and medical applica-
tions, the so-called “ISM” applications. Table 6.1 lists unlicensed frequencies
throughout the world [126].

Since attaining the highest possible propagation range is desirable (it
reduces the needed transmitter power consumption and allows a larger net-
work), this is one of the key criteria behind the selection of the frequency
bands utilized. In this context, there is a trade-off in the sense that, while
bands at higher frequencies permit a greater number of channels with greater
bandwidth and, thus, greater data rate, the lower frequencies propagate
further, as well as achieving wider coverage, in particular, within buildings
where non-line-of-sight propagation dominates.

Once the frequencies for the applications are established, the IoT, as a
network, must be designed to wirelessly connect to a gateway, or point of
connection, to the internet, and to the various nodes making up the network.
The network is normally configured in either of the two topologies, namely
the mesh topology or the start topology (Figures 6.1 and 6.2).
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Gateway

Node

Figure 6.2 Network topologies: Star.

Source: Ref. [126].

Sensors & Actuators

• Motion sensors

• Environmental

• Microphones

• Touch sensors

• Micro-actuators

• Proximity sensors

• Image sensors

Brain

• Low-power
brain

• Sensor fusion

Communication

• Ultra-low power
connectivity

Interfaces
• Analog

Figure 6.3 STMicroelectronics building blocks for IoT node.

Source: Ref. [127].

One can conceive of many realizations for the nodes; Figure 6.3 shows the
constituents of a typical IoT node as envisioned by STMicroelectronics [127].

Figure 6.3 reveals that the key enabler to electromagnetic (EM) wave-
mediated network communications is the communication building block. The
implementation of this building block is dictated by the standard utilized to
regulate the EM interactions. Table 6.2 shows the key standards currently
utilized and their descriptions.

The standards, which are rules that set the formal procedures for networks
to operate within them and with one another, are discussed next.
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Application Layer

Transport Layer

Network Layer

Link Layer

HTTP

TCP

IP

Wi-Fi®

Figure 6.4 Simplified OSI model (left) and an example of a TCP/IP protocol stack (right).
The TCP/IP stack is a complete set of networking protocols.

Source: Ref. [126].

6.1.1.1 Communication protocols
The groundbreaking opportunity enabled by the IoT paradigm is that, in
principle, local networks may be endowed with a worldwide reach through
their links to the Internet. From this point of view, local network nodes may
be modeled by the Open Systems Interconnection (OSI) model (Figure 6.4)
[126]. In this model, communication is broken into functional layers that
enable the easier implementation of scalable and interoperable (i.e., networks
operating with different standards can communicate between them) networks.

The Technology UK website [128] has accessible definitions for a number
of terms displayed in Figure 6.4. The “Transmission Control Protocol (TCP)”
and the “Internet Protocol” (IP), or “TCP/IP” is defined as “the world’s
most widely-used non-proprietary protocol suite because it enables com-
puters using diverse hardware and software platforms, on different types of
networks, to communicate.” In particular, the TCP/IP is a collection of pro-
tocols that facilitate common applications such as electronic mail, terminal
emulation, and file transfer [128].

Other components of the OSI model in Figure 6.4 are as follows [128]:

(1) The Link Layer—is usually broken down into two sub-layers for wire-
less protocols, namely, the logical link control (LLC) layer and the
media access control (MAC) layer. The Link layer is responsible for
converting bits to radio signals, and vice versa, framing the data for
reliable wireless communication, and managing access to the radio
channel. In the TCP/IP collection of protocols of Figure 6.3, Wi-Fi is
the Link layer protocol;

(2) The Network Layer—Addresses and routes data through the network,
with IP being the internet’s network layer protocol, providing an IP
address to devices and carrying IP packets from one device to another;
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PAN LAN NAN WAN

Figure 6.5 Various ranges and applications for PANs, LANs, NANs and WANs.

Source: Ref. [126].

(3) The Transport Layer—generates communication sessions between
applications running on two ends of a network. It allows multiple appli-
cations to run on one device, each using its own communication channel.
TCP is the internet’s predominant transport protocol;

(4) The Application Layer—is responsible for data formatting and governs
the data flow in an optimal scheme for specific applications. A popular
application layer protocol in the TCP/IP stack is Hypertext Transfer
Protocol (HTTP), which was created to transfer web content over the
internet.

6.1.1.2 Network range
As mentioned previously, the IoT enables a local network’s range to
be extended from the smallest range, namely, the personal area net-
work (PAN), connecting instruments monitoring the human body, to local
area networks (LANs), connecting in-home appliances, to neighborhood area
networks (NANs), connecting houses and buildings in a city, to wide area
networks (WANs), connecting countries throughout the world (Figure 6.5).

The various network ranges may be quantified as shown in Table 6.3.

6.2 Roots of the Internet of Things

It could be said that one of the first pioneering works of relevance to today’s
IoT was the wireless communication system for sending and receiving data
from distributed sensor networks in the context of the Smart Dust network
concept, introduced by Pister et al. [129] circa 1998. The Smart Dust con-
cept was defined as a set of millimeter scale sensing and communication
platforms. The set of platforms working together (communicating amongst
themselves via wireless links) numbered hundreds to thousands of dust
“motes” in conjunction with one or more interrogating transceivers. Each
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Table 6.3 Network ranges, applications, and standards
Network Range Typical Applications Wireless Standard
PAN 10 m • Wireless headset

• Watch or fitness device
• Bluetoothr

LAN 100 m • Personal computers
• Smart phones
• TVs
• Thermostats
• Home appliances

• Wi-Fi

NAN 25 km • Smart grid network that
transmits electric meter
readings from homes to
utility companies

• Proprietary protocol
over a 900 MHz radio

WAN Spread across a very
large area – as big as
the entire globe

• The Internet is a
complex mix of wired
and wireless
connections

• Encompasses all
standards

Source: Ref. [126].
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Analog I/O,
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Control

Figure 6.6 Elements of Smart Dust mote.

dust could be considered as a node in a distributed sensor network system,
consisting of a power supply, a sensor or sensors, analog and digital circuitry,
and a system for receiving and transmitting data (Figure 6.6)

The nodes in the IoT may be conceptualized as a generalization of the
motes in Smart Dust, to extend to a small local network to a virtually unlim-
ited number of nodes encompassing up to trillions of nodes and spreading



144 NEMX Applications in the IoT Era

over the globe via internet links. Next, we survey emerging IoT applications
and the opportunities for MEMS/NEMS in them.

6.3 Applications of the Internet of Things

The applications of the IoT are virtually unlimited. It is useful in study-
ing them, however, to organize them in terms of the following realms
[130]: (1) Smart Home; (2) Wearables; (3) Smart City; (4) Smart Grid;
(5) Industrial Internet; (6) Connected Car; (7) Connected Health; (8) Smart
Retail; (9) Smart Supply Chain; (10) Smart Farming. The popularity of these
applications is ranked in Figure 6.7 [130].

Next, we place MEMS/NEMS in the context of their opportunities for
insertion into these applications.

6.3.1 NEMX in Smart Home IoT Applications

The goal of devices for the Smart Home is to facilitate the automation of the
home, providing homeowners with peace of mind, convenience and energy
efficiency by allowing them to control smart devices, often by a smart home

Smart Home1 Smart 
Thermostat

Connected
Lights

Smart 
Refrigerator

Smart 
Doorlock

Wearables2 Smart 
Watch

Activity
Tracker

Smart 
Eyeglasses

Smart City3 Smart 
Parking

Smart
Waste Mgmt

Smart Grid4 Smart 
Metering

Industrial 
Internet5 Remote 

Asset Control

Connected Car6 Smart 
Metering

Connected 
Health7

8 Smart Retail

9 Smart Supply
Chain

10 Smart 
Farming

Applications Overall Popularity

Figure 6.7 Relative popularity of IoT applications.

Source: Ref. [130].
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Table 6.4 Opportunities for MEMS/NEMS in the Smart Home
Smart Home Devices
IoT
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
Smart Door
Locks

In this application, users have the ability to control smart locks and garage
door openers remotely, to either grant or preclude access to visitors. In
addition, smart locks can spontaneously unlock doors upon perceiving the
presence of the home owners nearby.

X X X
Smart
Thermostats

In this application, users are allowed to program the temperature profile in
their homes to program, monitor and remotely set up throughout desired
temperature profiles. In addition, these smart devices can infer homeowners’
preferences and establish desired settings to provide utmost comfort while
minimizing cost.

X X X
Smart
Security
Cameras

In this application, people can maintain their residences under surveillance
while away, for example, on travel. Together with smart motion sensors,
security may be enabled to differentiate among various types of visitors, for
example, pets and burglars, and based on this send notification to the police,
if appropriate.

X X X
Smart TV Here, TVs are enabled to connect to the internet and search for a variety of

programming such as video on-demand and music. In addition, it may be
possible for smart TVs to also possess the ability to recognize voice and/or
gestures.

X X X
Smart
Watering

In this application, the watering of plants and lawns can be programmed to
schedule the opening and closing of water valves automatically at desired
times and durations.

X X X
Smart
Kitchens

In this application, a wide variety of appliances such as smart refrigerators,
slow cookers, and coffee makers can be programmed to alert regarding the
proximity of food expiration dates, In addition, smart washing and drying
machines could be made that sense the types of clothes put in them and
effect pertinent washing and drying cycles accordingly.

Source: Ref. [131].

application (“app”) on their smart phone or other networked device. As part
of the IoT, the devices and systems in a smart home usually operate in concert,
sharing data among themselves and enabling the automation of actions based
on the homeowners’ programming.
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Table 6.5 Opportunities for MEMS/NEMS in wearables
Wearables Devices
IoT
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
ECG and tilt Measurement of blood pressure and heart rate while exercising, for example,

running.
X X X

SpO2 and
motion
sensors

Measurement of blood oxygen saturation (SpO2) while exercising. A pulse
oximeter also measures the pulse rate simultaneously with SpO2.

X
Temperature Monitoring body temperature and replaying it to a central station for storage

and further analysis.
X X X

Pulse Measurement of pulse rate while exercising and relaying it to a central
station for storage and further analysis.

Source: Ref. [132].

6.3.2 NEMX in Wearable IoT Applications

Wearable devices usually consist of the following elements: (1) A layer of
sensors that are placed in contact with the body to monitor parameters such
as temperature, movement and pulse. In addition, they include a connectiv-
ity layer, usually employing the Bluetooth Low Energy (BLE) protocol to
connect to a smart phone or home network. Finally, it also interacts with the
cloud with which the wearable exchanges data. Table 6.5 shows opportunities
for MEMS/NEMS devices in wearables.

6.3.3 NEMX in Smart Cities IoT Applications

The motivation behind bringing the IoT to bear on cities is rooted on the
fact that, according to certain studies [133], by the year 2050 it is expected
that close to 70 percent of the world’s population will move into cities. This
population increase is expected to drastically strain cities’ infrastructure. In
particular, a number of issues, from traffic management, to waste manage-
ment, to water metering and distribution, to security and monitoring the
environment will become important to enable life in cities. IoT is aimed at
impacting the areas of traffic congestion, reduction of pollution and noise,
and increasing personal security [133, 134]. Table 6.6 shows opportunities
for MEMS/NEMS devices in Smart Cities.
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Table 6.6 Opportunities for MEMS/NEMS in Smart Cities
Smart Cities Devices
IoT
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
Smart Water
Meters

This application can enable, not only remote metering and billing, thus
reducing cost and enhancing resource management to the utilities company,
but also affording utilities company greater visibility on customers’
consumption profiles.

X X X X X X
Smart Traffic
Signals

This refers to exploiting various kinds of sensors, including obtaining the
GPS data in driver’s smart phones, to determine traffic volume and
distribution, and vehicle speeds; then, using this information to control
traffic lights to speed up traffic and preclude congestion.

X X X
Smart
Building
Energy
Management

The goal in exploiting IoT for building energy management is to bring
recent energy saving techniques to older buildings. In particular, this will
enable interfacing modern approaches to legacy heating, cooling, lighting,
and fire-safety systems.

X X X X X X
Smart Video
Monitoring
Systems

A smart network of cameras distributed throughout the city enables effecting
surveillance to promote citizen’s safety and security. The flexibility afforded
by autonomous IoT nodes enabling reconfigurable networks would be a new
twist that will enhance the flexibility of security plans.

Source: Ref. [134].

6.3.4 NEMX in Smart Grid IoT Applications

A Smart Grid is defined as: “An electricity network that can intelligently
integrate the actions of all users connected to it—generators, consumers
and those that do both—in order to efficiently deliver sustainable, economic
and secure electricity supplies” [136]. The motivation behind bringing the
Smart Grid to the IoT stems from the fact that it is desirable to exploit the
information pertaining to energy delivery and consumption patterns of power
plant supplying electricity, on the one hand, and consumers, on the other
hand, in a real time fashion to automatically control the efficiency, reliability,
and cost of electricity.

6.3.5 NEMX in Industrial Internet IoT Applications

The term Industrial Internet is a term originated by General Electric [137].
It is aimed at applications involving the interconnection of machines and
devices in industries such as oil and gas, power utilities and healthcare.
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Table 6.7 Opportunities for MEMS/NEMS in Smart Grid
Devices

Smart Grid
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
Smart Meter Here, the collection of data from nodes distributed throughout home

appliances can be exploited to obtain energy usage profiles that, linked to
Smart Meters, can be coordinated with the Smart Grid to balance the
consumption and availability schedules of both users and utility companies.

X X X X X X
Home
Energy
Management

In this area, consumers can utilize the IoT to manage their energy
consumption profiles in concert with the real time electricity price, in view
of total demand, to achieve cost savings.

X X X X
Online
Monitoring
and
Self-Healing

Here, the IoT network can be configured to have nodes distributed along
various power grid aspects such as the power plant, transmission lines,
distribution lines, energy consumption, and energy storage. This information
can then be exploited to improve the Smart Grid’s ability to self-heal. In
particular, the utilization of sensors to detect malfunctions in the system will
enable its ability to respond accordingly.

Source: Ref. [136].

The implementation of the Industrial Internet relies on the networking of
instrumentation, sensors and devices to machinery and vehicles engaged in
the transport, energy and industrial markets, in particular, oil and gas, power
utilities and healthcare.

The Industrial IoT integrates a number of emerging paradigms such
as machine learning and big data technology, thus embodying a medium
harnessing data deriving from sensors a plethora of machine-to-machine
(M2M) communication and automation technologies employed in industrial
processes. In this fashion, the efficiency of processes can be increased,
leading to time and money savings [138].

6.3.6 NEMX in Connected Car IoT Applications

With the increasing proliferation of electronics in cars, including, Internet
connectivity, the number of opportunities for connecting cars to both the
Internet and other cars, and car-related services, is set to explode. Modern
cars come now equipped by either a built-in antenna and chipset for Internet
connectivity or a hardware that allows drivers to connect to their cars via
their smart phones. Below, we list a number of connected car applications.
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Table 6.8 Opportunities for MEMS/NEMS in Industrial Internet
Industrial Devices
Internet
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
Smart
Factory
Warehousing
Applications

In the context of a warehouse, devices can be deployed to enable both
humans and machines to integrate their activities to yield increases in
productivity and workflow. In particular, this can be achieved by connecting
portable computers, barcode scanners, radio-frequency identification (RFID)
readers, wearables, sensors, and aisle and shelf beacons.

X X X X X X
Predictive
and Remote
Maintenance

The deployment of machine vibration sensors enabled with wireless
connectivity can monitor the health of machines and help avoid catastrophic
events.

X X X
Freight,
Goods and
Transporta-
tion
Monitoring

Here, the clear increase in online shopping, in addition to the traditional
movement of freight and goods, justifies the exploitation of the IoT to
monitor a fleet of trucks and, enable the future paradigm shift towards
autonomous trucks.

X X X X X X
Smart
Farming and
Livestock
Monitoring

As in other endeavors employing distributed assets, the IoT can facilitate
increases in crop productivity and product quality, by helping farmers to
better conserve their resources and controlling cost. Towards this end, for
instance, real time data gathering pertaining soil quality and moisture levels
can play crucial roles in harvest optimization by, for example, providing the
tools for elucidating the right parameters for plant growth, predicting pest
behavior and managing irrigation requirements. Similarly, livestock
wearables can include sensors to monitor a variety of vital signs such as
their heart rate, blood pressure, temperature, etc.

X X X X X X
Industrial
Security
Systems

The high degree of connectivity enabled by the IoT is ideal for enabling
ubiquitous monitoring or surveillance of all aspects of a facility. In
particular, by establishing automatic interactions with law enforcement
agencies, the large scale nature of industrial security systems may be
protected in real time.

X X X X X X
Industrial
Heating,
Ventilation
and Air
Conditioning

In this realm, the IoT brings the ability to embed smart nodes deep into
building infrastructure, in particular, the equipment providing heating,
ventilation, air conditioning and refrigeration. These smart nodes, connected
to the Internet, would permit remote real time monitoring to elucidate,
diagnose and effect corrective action of equipment issues before they
become a catastrophic problem, thus saving massive amounts of time and
money.

(Continued)
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Table 6.8 Continued
Industrial Devices
Internet
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X X X X
Manufacturing
Equipment
Monitoring

In a factory floor, with a copious number of machines, wireless remote
monitoring is crucial to maintain overall control of an efficient operation.
Endowing these machines with “intelligence” facilitates data collection,
reporting and analysis, providing insights into the overall equipment
effectiveness and the anticipation/timeliness of machine maintenance. Also,
the addition of wireless connectivity in an ad hoc fashion endows the factory
with flexibility for quick reconfiguration if new machines are brought in line.
Typical parameters of interest include vibration and temperature monitoring.

X X X X X X
Asset
Tracking and
Smart
Logistics

The field of logistics has grown tremendously in the last few years, due to
the proliferation of large companies engaged in asset distribution. In
particular, it has become imperative to have real time information on the
location of railway cars, truck trailers, and containers containing valuable
assets as they move from point to point. In the context of the Supply Chain,
it is imperative to keep track of, and accurately record the many check-in
and check-out events involved. The IoT can be exploited to enable the
distributed tracking of the various elements in question via low power, cost
effective, compact wireless nodes to relay real time information to a logistics
control center.

Source: Ref. [137–143].

Furthermore, with the imminence of self-driving cars, IoT connectivity will
become mandatory for ubiquitous car monitoring.

6.3.7 NEMX in Connected Health IoT Applications

The connected health paradigm enabled by the IoT promises to extend
the reach of healthcare professionals, while reducing the cost of healthcare
services [134]. By enabling the performance of remote patient monitoring at
their homes, instruments connected to the IoT will monitor and relay patient’s
status to their doctors and nurses. Table 6.10 lists examples of applications.

6.3.8 NEMX in Smart Retail IoT Applications

There are many motivations for exploiting IoT in the area of Smart Retail
[135]. In general, all areas of retail stand to benefit from the real-time
monitoring enabled by IoT, for instance, capturing traffic patterns in a store,
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Table 6.9 Opportunities for MEMS/NEMS in Connected Car
Connected Devices
Car IoT
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X X
Connected
Vehicle
Sensors

The connected car will be equipped with sensors to enable a plethora of
monitoring activities such as effecting preventive maintenance and real-time
vehicle diagnostics. In this context, for instance, a monitoring system can
collect data from the motor starter, the fuel pump, and the battery. Then, via
the connected car, this data can be transmitted to a cloud server which, upon
analysis, can predict potential maintenance issues, subsequently delivering
to the driver suggestions on how to fix these. Other sensors that are already
beginning to appear in the market include those precluding collisions and
allowing hands-free driving.

X X X X X X
Vehicle
Usage
Analytics

This includes various types of analytics such as monitoring the real time
driving patterns and road behavior of all individuals driving a certain kind of
vehicle to assess driving behavior in relation to positive or negative
outcomes.

X X X X X X
Vehicle
Location
Tracking and
Scheduling
Solutions

With the explosion of transportation services, both of people and goods, it is
imperative to keep track of vehicle location to enhance dispatch schedules
and increase efficiency. This is an area of great importance enabled by
vehicle connectivity to the Internet.

Source: Ref. [144–145].

tracking inventory, and enabling automatic check out. Judicious exploita-
tion of this technology is bound to increase business efficiency and profits.
Table 6.11 lists examples of applications.

6.3.9 NEMX in Smart Supply Chain IoT Applications

The Supply Chain refers to the procession of good as they travel from their
source to their destination. In the Smart Supply Chain, it is possible to track
at all times the location of these goods and the speed at which they displace,
enabling the optimization of the distribution route to achieve fastest, reliable,
and cost effective on time delivery. Table 6.12 lists examples of Smart Supply
Chain applications in the context of the IoT [152].

6.3.10 NEMX in Smart Farming IoT Applications

The idea of exploiting IoT for Smart Farming derives from a farmer’s desire
to gain better control over the process of raising livestock and growing crops,
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Table 6.10 Opportunities for MEMS/NEMS in Connected Health
Connected Devices
Health
Internet
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
Adjustable
Patient
Monitoring

Due to an increasingly price-conscious consumer, health care providers must
innovate to continue to become profitable. In this context, remote patient
monitoring is essential, as it would allow healthcare professionals to service
patients at their homes. An area of concern, that must be addressed, is that of
the security concerns surrounding protection of patient data as it is
transmitted or stored.

X X X X X X
Enhanced
Drug
Management

An issue that permeates the regular intake of drugs to obtain desired relief
and effectiveness, is their timely administration. An important application of
the IoT is the possibility of producing edible “smart” pills that will aid the
monitoring of health issues and medication controls.

X X X X X X
Early
Intervention

The possibility of IoT-driven remote monitoring of people will result in
detecting a variety of life-threatening events such as the detection of a fall
for a senior living alone, the drop in blood pressure, blood sugar levels, etc.
IoT connectivity will immediately alert family members or emergency
responders for timely intervention.

Source: Ref. [149].

making it more predictable and improving its efficiency [153]. Table 6.13 lists
examples of Smart Farming applications in the context of the IoT [153].

6.4 Applications in Wireless Sensor Networks

As indicated in our previous exposition, the power consumption of the indi-
vidual nodes integrating an IoT network is of prime importance, as it may
directly determine, for example, in the case of battery-powered nodes, the
degree of autonomy/life attainable by such a node. Much effort, therefore,
has been aimed at reducing radio power dissipation, even as the utilized
data rates set by communications protocols such as Bluetooth remains at
a few hundred kb/s to a few Mb/s while consuming around a few mW
power [154]. It appears, however, that exploiting clever circuit design tech-
niques as a means to reducing radio power consumption has reached its point
of diminishing returns, thus, new approaches are under investigation. One
such approach is referred to as “duty cycling,” which aims at restricting the
episodes of radio transmission to very short bursts of data at high rates while
remaining asleep the rest of the time [154].
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Table 6.11 Opportunities for MEMS/NEMS in Smart Retail
Devices

Smart Retail
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X X X
Foot-Traffic
Monitoring

A key to increasing sales in a “brick and mortar” store is to place articles for
sale where they can be found. In a smart store, an assessment of the areas
where customers tend to spent most of their time may be monitored,
utilizing foot-traffic monitoring tools such as video cameras, in real time to
optimize store layouts.

X X X X X X
Monitor the
Temperature
Fluctuations
to Ensure
Food Safety

As is well known, modern refrigerators are tasked with preserving food in
conditions that are safe for consumption, and one of the key environmental
parameters to achieve this is their temperature. Indeed, bacteria grow or
reproduce rather slowly when under low or freezing temperatures. In
particular, in the context of food stores, it is imperative to preserve food at
the right temperature over long periods of time, so it is safe and ready for
consumption when purchased. The ability of the IoT to link distributed
sensors can be exploited to monitor and control the temperature of food
whether in a truck, while being transported or in the store.

X X X
Demand
Alert
Warehouses

With the proliferation of online shopping, fast and automatic fulfillment of
purchased goods is becoming more and more desirable; a short delivery time
is crucial or the customer may change his/her mind. In demand-alert
warehouses, the IoT-connected RFID-enabled goods can enable the real time
monitoring of sales. This, in turn, allows real time inventory management
and optimization.

X X X
Smart
Fulfillment

To optimize delivery time, the IoT can play a crucial role to distribute
merchandise. In particular, IoT can be exploited to optimize the tracking,
efficient transport and routing of goods. This activity may involve the
merging of wireless connectivity with the global positioning system (GPS).

X X X
Automated
Checkout

Enabling fast and automated check-out after the customer has chosen his/her
merchandise is a key activity for both customer and store. The IoT may
enable the optimization and, thus, increased efficiency of the check-out
operation by allowing retailers to make the reading of tags automatic, thus
eliminating checkout lines.

Source: Ref. [150, 151].

A major problem with duty cycling, however, pointed out by
Thirunarayanan, Heragu, Ruffieux, and Enz (THRE) [154], is the large
amount of energy spent (wasted) during the turn-on (start-up) and turn-off
phases of each burst, which is in fact comparable to the energy used to
communicate. In searching for the source of this energy inefficiency, they
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Table 6.12 Opportunities for MEMS/NEMS in Smart Supply Chain
Devices

Smart Retail
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

X X X
Authenticate
the Location
of Goods at
Any Time

The embedding of IoT nodes into products, including storage containers and
raw materials, automatically endows them with wireless connectivity, which
allows the real time tracking of their location.

X X X X
Monitor
Storage
Conditions
of Raw
Materials
and Products

Certain goods such as food and chemicals must be kept under specific
environmental conditions, in particular, temperature, humidity, light, etc.
In this context, IoT-connected sensors will be crucial to emit alert signals
every time certain thresholds are violated, thus enabling the preservation of
the quality of said goods.

X X X X
Streamline
the
Problematic
Movement
of Goods

In the chaotic world of merchandise distribution, the IoT can enable the
ability track the location of goods that are in-transit. This connectivity can
help in devising strategies to track and route the movement of goods so they
arrive at their destination on time.

X X X
Locate
Goods in
Storage

The utilization of smart tags, embodying IoT nodes, on goods, can facilitate
their identification and location while in a large warehouse or distribution
center.

X X X X
Administer
Goods
Immediately
Upon
Receipt

The same smart tags indicated above may be utilized to also track and
ascertain the exact time of arrival of goods. This will facilitate the
identification of contract compliance terms that may then cause the initiation
of contractual payments.

Source: Ref. [152].

identified the main source of the turn-on/off energy drain as due to the long
start-up of the loop-based frequency synthesizer, in particular, in the crystal
oscillator frequency reference. The solution they proposed was the utilization
of MEMS Film Bulk Acoustic Wave Resonators (FBARs) [81] which, due
to their high quality factor (Q), would enable reducing the radio turn-on/off
times from the order of milliseconds to a few microseconds [154].

6.4.1 NEMX-Based Radios for the IoT

The solution proposed by THRE [154] is exemplified by a MEMS-based
radio transceiver, in which high-Q MEMS FBARs are used to implement a
digitally-controlled oscillator circuit (DCO) (Figure 6.8).
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Table 6.13 Opportunities for MEMS/NEMS in Smart Farming IoT
Devices

Smart Retail
Applications Switch Varactor Resonator Accelerometer

Vibration
Sensor

Energy
Harvester

Monitoring
of Climate
Conditions

In this application, weather stations that combine a number of smart farming
sensors to enable the collection and mapping of climate and environmental
data to help, for example, choosing the appropriate crops and take the
required actions to improve their growth.

X X X X X X
Greenhouse
Automation

In this application, weather stations are employed to automatically adjust the
conditions to match desired parameters.

X X X X X X
Crop
Management

In this application, data collection that is specific to crop farming, in
particular, temperature, precipitation, and leaf water potential and overall
crop health is taken. The farmer can monitor crop growth and any anomalies
to enable the prevention of any diseases or infestations that can harm yield.

X X X X X X
Cattle
Monitoring
and
Management

In this application, sensors are attached to cattle on a farm to monitor their
health and log performance. This helps the farmer to develop insights on
animal temperature, health, activity, and nutrition on each individual cow as
well as aggregate information about the herd.

X X X X X X
End-to-End
Farm
Management
Systems

In this application, a global view of the whole farming operation may be
exploited to enhance and manage the overall farm productivity. In particular,
devices and sensors may be deployed on the premises that contain powerful
analytical capabilities and built-in accounting/reporting features. As a result,
the remote farm monitoring capabilities obtained enable the streamlining of
most of the business operations.

Source: Ref. [153].

The FBAR-based DCO is used as the key building block for the local
oscillator in the receiver [81]. Also, because of its high Q (in the thousands),
the FBAR DCO is responsible for enabling a low phase noise signal that
eliminates the need for a phase-locked loop (PLL) to address multiple chan-
nels. In addition, the FBAR DCO is utilized in the generation of high spectral
purity clocks for general usage throughout the receiver. Finally, the high-Q
FBAR is also employed in the RF front-end to realize highly selective filtering
functions such as the rejection of in-band interferers.

On the other hand, in the transmitter side, the FBAR DCO is employed to
produce the reference local oscillator frequency (LO).

The positive impact of using the high-Q FBAR-based DCO was mea-
sured as a transmitter exhibiting a wake-up time of 5 µs, representing an
improvement of approximately 200 times reduction compared to that of a
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Figure 6.8 High Q FBAR oscillator.
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Battery of
Energy Harvesting

Battery or
Energy Harvesting

Battery of
Energy Harvesting

Wireless Module Wireless Module Wireless Module

Moisture Sensor CO2 Sensor

Temperature
And Humidity

Sensors

Wireless 
Module

Gateway or
Writer

Server or Cloud Service

Hand Held
Terminal

Figure 6.9 Wireless Sensor Network deployment for the agricultural applications.

Source: Ref. [155].



6.5 5G: Systems 157

crystal oscillator and leading to a reduction in energy dissipated by a factor
34 compared to that consumed by conventional radios during their start-up
phase [154].

6.4.2 Agricultural Applications

One of the key motivations for deploying IoT nodes in a farm is the so-called
precision agriculture [155]. This refers to the precise comprehension, from
a scientific point of view, of the relation between crop conditions and their
irrigation needs, and their correct application during both the harvesting and
sowing seasons. The ultimate outcome of precision agriculture is to increase
productivity and minimize the unintended effects of equipment failure, an
adverse environment and wildlife [155].

A prototypical wireless sensor network would include a number of stand-
alone nodes (Figure 6.9). These nodes would contain an energy source such as
a battery or an energy harvesting module, a wireless (transceiver) module and
a variety of physical sensors, for example, soil moisture, humidity, pressure,
wetness and temperature sensors. The system would also include a base
section to serve as the gateway for communication between the end users
and the nodes or between nodes [155].

6.5 5G: Systems [156]

It should be clear by now, that the Internet of Things will ultimately encom-
pass a network of billions of nodes connected wirelessly that may ultimately
be spread around the world and, thus, have a global reach. Obviously, since
the frequency spectrum is a limited resource, new frequency bands will have
to be opened up to accommodate the explosion in data rates that will ensue.
In fact, Cisco, in its annual visual network index (VNI) reports, has provided
decisive evidence to this effect [156]. In particular, in Cisco’s 2014 report
[156] it is forecasted that, since an incremental approach will not be enough
to meeting the demands that networks will face by 2020, a more radical
approach to high-capacity wireless communications will be necessary.

Indeed, according to Andrews et al. [156], the progression in the amount
of IP data handled by wireless networks will have increased from over 190
exabytes1 by 2018 and to well over 500 exabytes by 2020. The wireless
ecosystem behind this large volume of data will include, not only video, but

1One exabyte equals 1 billion gigabytes.
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the number of connected IoT devices, which is expected to reach possibly
into the hundreds of billions, hence, the motivation for 5G.

5G, the fifth generation of wireless communications standards [157], is
projected as being enabled by the exploitation of three technological areas to
enhance network capacity, namely [156]: 1) Ultra-densification, which refers
to improving the spectral density by placing more active nodes per unit area
and Hz; 2) mmWave, which refers to increasing the available communications
bandwidth by moving into the mmWave spectrum to have more Hz available;
and 3) Massive Multiple-Input Multiple-Output (MIMO), which refers to
increasing spectral efficiency through advances in MIMO receive/transmit
(antenna) nodes to achieve more bits/s/Hz per node.

In this section, focus is placed on mmWaves. This is the range of fre-
quencies encompassing 30–300 GHz, with corresponding wavelengths in
the 1–10 mm range; NEMX is expected to be an enabling technology for
mmWave nodes. Another frequency that tends to be lumped with mmWaves,
when they are considered, is the 20–30 GHz range, which may also be
exploited.

A number of reasons have been voiced against the utilization of
mmWaves for cell phone network-like wireless communications. These
include:

(1) Propagation Issues, which refers to the fact that, as the frequency
increases, the antenna size decreases and its aperture scales as λ2

/
4π,
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where λ = c/fc is the wavelength, c is the speed of light and fc is
the carrier frequency, so that the free-space path loss [157] between a
transmit and a receive antenna grows as f2. This concern has been ame-
liorated, however, with the realization that by using arrays of antennas,
it can be overcome.

(2) Blocking, which refers to the fact that, since at mmWave signal propaga-
tion undergoes reduced diffraction and more specular propagation than
their microwave counterparts, it is more sensitive to blockages. This is
responsible for an additional loss of 15–40 dB per decade compared
to the free-space path loss value of 20 dB/decade as the transmit/receive
antenna distance increases, and is responsible for the rapid link transition
from usable to unusable, which cannot be circumvented with standard
smalls scale diversity countermeasures.

(3) Atmospheric and Rain Absorption, which refers to the fact that the
absorption due to air and rain is not negligible, particularly due to the
15 dB/km oxygen absorption within the 60 GHz band, but negligible
in the setting of urban cellular deployments envisioned, where base
station (BS) spacings would not exceed 200 m. In summary, it has been
determined that by using large antenna arrays to steer the energy and
collect it in a coherent fashion, the problem of propagation losses at
mmWave frequencies is surmountable, but it requires the production of
narrow beams.

(4) Large Arrays, Narrow Beams, which refers to the fact that since, in con-
tradistinction to traditional wireless systems at lower frequencies, new
territory is encountered when it comes to the design of wireless systems
predicated upon the use of narrow beams. This derives, in particular,
from the abruptness of the interference behavior of highly directional,
pencil beams, which augments the sensitivity to beam misalignment.
Thus, the interference adopts an on/off behavior where the majority of
the beams do not interfere, but rather, events of strong interference are
experienced intermittently.

(5) Link Acquisition, which refers to the fact that, due the narrow beams
characteristics at mmWaves, there is a concomitant difficulty to establish
links between base stations (BSs) and users; this creates a problem at
both the time of initial access and handoff.

To overcome the above problems, the integration of microwave and
mmWave frequencies has been considered (Figure 6.10). This scenario posits
the utilization of mmWave frequencies for payload data transmission from
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small-cell BSs, together with the utilization of microwave frequencies in
macro BSs for beam control. This concept affords the natural integration of
IoT nodes, which then could take advantage of mmWaves when properly
designed to operate at these frequencies. Considerations of realizing IoT
nodes capable of exploiting mmWaves dictates that changes in IoT node
transceivers similar to those required in a mmWave cellular network be made.
In particular, this will call for new transceiver architectures, power-efficient
analog-to-digital (A/D) and digital-to-analog (D/A) converters operating on
large bandwidths. One potential advantage of IoT nodes, that makes mmWave
operation closer to feasibility, is their close proximity, which would probably
bypass the path loss issue, although the beam pointing problem would still
remain due to their smaller size. This area, therefore, is full of interesting
challenges.

6.6 5G: Technologies [158]

The desire to exploit the advantages afforded by mmWaves/5G in the context
of the IoT has elicited a number of new concepts to deal with the limiting
issues presented above, which have been discussed by Choudhury [158].

6.6.1 Device-to-Device Communications

A promising technology in the context of mmWaves is that of Device-to-
Device (D2D) communications. The idea behind this technique is to avoid the
base station as a bottleneck between source and destination. Thus, commu-
nication traffic would go directly from one device to nearby devices through
the establishment of local links. In particular, D2D communication has the
potential to reduce latency and power consumption, increasing peak data
rates, and enhancing spectrum reuse since many D2D links could be designed
so that they would share the same bandwidth, resulting in an increase of
spectral reuse per node.

6.6.2 Simultaneous Transmission/Reception

In the simultaneous transmission and reception (STR) technique, transmis-
sion and reception are effected during the same time and through the same
frequencies, so as to enable a higher spectral efficiency. Thus, a doubling of
the spectral efficiency is immediately achieved in D2D links. In addition,
STR makes easier the discovery of neighboring device in the context of
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D2D communication networks because it becomes possible to monitor uplink
signals from adjacent nodes without momentarily suspending transmission.

6.6.3 mmWave/5G Frequencies for IoT

Many frequency bands appear to be promising for IoT. These include, 10–15
GHz, 28–30 GHz, 38–40 GHz, 57–66 GHz, 71–76 GHz, 81–86 GHz, and
92–95 GHz [156, 158, 159]. As the frequency increases beyond a few GHz,
that is, the usual 6 GHz for cell phones, the relevance of NEMX becomes
more and more apparent, due to its ability to enable passive devices, for
example, switches and varactors, with superior insertion loss and isolation
compared to the currently dominant semiconductor devices. These NEMX
devices, in turn, will enable superior circuits such as phase shifters for the
realization of the agile antenna arrays [18, 81, 158] needed to create pencil
beams for establishing links between IoT nodes.

6.7 Summary

In this chapter, we have dealt with the NEMX applications in the IoT era.
In particular, after an introduction of the fundamentals of IoT networks
and nodes, we explored how the NEMX components are encroaching in a
variety of IoT applications. We saw that, while the applications of the IoT are
virtually unlimited, it is useful in studying them, to organize them in terms
of the following realms: (i) Smart Home; (ii) Wearables; (iii) Smart City;
(iv) Smart Grid; (v) Industrial Internet; (vi) Connected Car; (vii) Connected
Health; (viii) Smart Retail; (ix) Smart Supply Chain; (x) Smart Farming.
The popularity of these applications appeared ranked in Figure 6.6. Next we
placed NEMX in the context of their opportunities for insertion into these
applications, and finally, we addressed the subject of the IoT in the context of
emerging mmWaves/5G (fifth generation wireless networks) technology.





Appendix A: MEMS Fabrication Techniques
Fundamentals

A.1 Introduction

This appendix introduces the fundamental fabrication techniques employed
in the fabrication of three-dimensional microelectromechanical systems. In
doing so, we assume the reader has a basic knowledge of the conventional
integrated circuit (IC) fabrication process, although a brief review is presented
to motivate an appreciation for MEMS fabrication technologies.

A.2 The Conventional IC Fabrication Process

The traditional IC fabrication process utilizes photolithography and chemical
etching (Figure A.1) [161]:

(1) The process begins by covering the wafer with a thin-film material
barrier (typically SiO2 in silicon technology or silicon nitride in gallium
arsenide technology) on which a pattern of holes is to be defined.

(2) A light-sensitive material, called photoresist, is deposited on the thin-
film material coating the wafer surface.

(3) A square glass plate, called photomask, containing a patterned emulsion
or a metal film on one side, is placed over the wafer such that upon
illumination with high-intensity ultra violet (UV) light, those areas with
oxide to be removed are exposed to UV light.

(4) A process very similar to that utilized in developing ordinary photo-
graphic film is used to develop the image impressed on the photoresist.

The resulting image defined on the wafer surface depends on the nature
of the photoresist.

• If the photoresist that has been exposed to UV light is washed away,
leaving bare SiO2 in the exposed area, it is a positive resist, and the
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Figure A.1 Resist and silicon dioxide patterns following photolithography with positive and
negative resists.

Source: Ref. [161].

mask contains a copy of the pattern, which will remain in the surface of
the wafer.

• A negative resist remains on the surface wherever it is exposed.

This is the essence of a conventional IC fabrication process; it permits the
transfer of a circuit layout pattern onto a two-dimensional wafer surface.

Traditional IC processes are not empowered, however, to realize three-
dimensional structures, that is, form three-dimensional microelectromechan-
ical devices. This is the realm of two processes devised for this purpose,
namely bulk micromachining and surface micromachining [162].

A.3 Bulk Micromachining

Bulk micromachining undertakes the fabrication of mechanical structures in
the bulk of a wafer, in contradistinction to fabricating it on its surface. This
involves the selective removal of some parts of the wafer/substrate material to
form trenches and then bond wafers together, via a mediating bonding layer,
to create cavities (Figure A.2).

The technology is currently considered mature technology, as it was
originally developed for the production of silicon pressure sensors in
the late 1950s. New techniques, aimed at producing three-dimensional
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Figure A.2 Formation of cavity using bulk micromachining (LEFT) and wafer bonding
(RIGHT).

micromechanical structures, however, have emerged, namely surface micro-
machining, silicon fusion bonding, and a process called the LIGA, a German
acronym consisting of the letters LI (Roentgen LIthographie meaning X ray
lithography), G (Galvanik meaning electrode position), and A (Abformung
meaning molding) process. These technologies are based on the use of
photolithography, thin-film deposition, and chemical etching, which are
compatible with standard IC batch processing; therefore, they exhibit great
potential for enabling novel complex systems.

Bulk micromachining is enabled by the process of chemical etching. In
this process, by combining highly directional (anisotropic) etchants, with
non-directional (isotropic) etchants, together with the wafer’s crystallograph-
ical orientation, the etching rates are manipulated to define a wide variety
of mechanical structures within the confines of the wafer bulk. Furthermore,
by creating contours of heavily doped regions, which etch more slowly, and
p–n junctions, which stop the etching process altogether, it is possible to
form deep cavities. Deep cavities are fundamental to the engineering of many
devices, for example, diaphragms for pressure sensors and low loss planar
inductors.

Despite its maturity, bulk micromachining traditionally has some funda-
mental limitations. For example, the fact that the wafer’s crystallographic
planes determine the maximum obtainable aspect ratios poses a restriction
to the attainable device geometry, namely it results in relatively large sizes
compared with other micromachining techniques [163].

A.4 Surface Micromachining

In surface micromachining, thin-film material layers are deposited and pat-
terned on a wafer/substrate. Thin-film material, which is deposited wherever
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either an open area or a free-standing mechanical structure is desired, is
called sacrificial material. On the other hand, the material out of which
the free-standing structures are to be made is called structural material. In
this process, to define a given surface micromachined structure, therefore, a
sequence of wet etching, dry etching, and thin-film deposition steps must be
discerned. Early demonstrations of the potential of surface micromachining
were advanced in the 1960s and 1970s by scientists at Westinghouse Electric
Corp., Pittsburgh, and at IBM Corporation. At Westinghouse, developments
included micromechanical switches and electronic filters that use mechani-
cally resonant thin-film metal structures, as well as advanced light-modulator
arrays. At IBM, on the other hand, developments centered on the application
of surface micromachining principles to displays, electrostatically actuated
mechanical switches, and sensors, in which thin-film oxide structures were
integrated with microelectronics [163].

A clear point of departure for the development of this technology was
the 1967 paper “The Resonant Gate Transistor” [164], which described the
use of sacrificial material to release the gate of a field-effect transistor.
This work demonstrated the ability of silicon fabrication techniques to free
mechanical systems from a silicon substrate. The next key development on
surface micromachining was the use of polysilicon as the structural material,
together with silicon dioxide as the sacrificial material, and hydrofluoric acid
(HF) to etch silicon dioxide [165].

The next important achievement in the development of surface micro-
machining technology was its adoption of structural polysilicon and
sacrificial silicon dioxide to fabricate free-moving mechanical gears, springs,
and sliding structures [165, 166]. Since systems applications require that
sensors and actuators interface with electronic circuitry, attention turned
to the simultaneous fabrication of micromechanical devices with integrated
circuits [167, 168]. Initial devices included polysilicon microbridges [167]
and resonant microstructures, which were fabricated together with conven-
tional complementary metal oxide semiconductor (CMOS) and N-type MOS
processes, respectively. In this context, thin films of polysilicon, grown and
deposited silicon dioxide, nitride materials, and photoresist, usually provide
sensing elements and electrical interconnections, as well as structural, mask,
and sacrificial layers. Released mechanical layers have been made with
silicon dioxide, aluminum, polyimide, polycrystalline silicon, tungsten, and
single-crystal silicon. Figure A.3 shows the key steps involved in surface
micromachining.
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Figure A.3 In the surface micromachining process, a sacrificial layer is grown or deposited
and patterned, and then removed wherever the mechanical structure is to be attached to the
substrate. Then, the mechanical layer is deposited and patterned. Finally, the sacrificial layer
is etched away to release the mechanical structure.

A number of alternatives to silicon as a substrate material exist. One
such alternative came about with the intent of applying surface microma-
chining techniques to incorporate microwave MEM devices in monolithic
microwave-integrated circuits (MMICs). This entailed exploitation of the
semi-insulating low-loss properties of gallium arsenide (GaAs) wafers, and
culminated in the MIMAC process [170]. In a more recent instance, a sur-
face micromachining process that exploits the low-loss properties alumina
substrates and the inexpensive nature of alumina-based microwave-integrated
circuits (MICs) was also developed [171].

A.5 Materials Systems

An examination of the MEMS fabrication literature [172–175] reveals the
emergence of a number of structural/sacrificial/etchant material systems used
together. A partial list of these is presented in Table A.1.

Examination of Table A.1 reveals that, for example, an aluminum struc-
ture may be deposited over photoresist and then set free by effecting its
release with oxygen plasma; that a polysilicon structure may be deposited
over silicon dioxide and set free by release with HF; and that a silicon dioxide
structure may be deposited over polysilicon and set free by release with
xenon-difluoride.
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Table A.1 Structural/sacrificial/etchant material systems
Structural Material Sacrificial Material Etchant
Aluminum Single-crystal silicon EDP, TMAH, XeF2

Aluminum Photoresist Oxygen plasma
Copper or nickel Chrome HF
Polyimide Aluminum Al etch (phosphoric, acetic, nitric acid)
Polysilicon Silicon dioxide HF
Photoresist Aluminum Al etch (phosphoric, acetic, nitric acid)
Aluminum Single-crystal silicon EDP, TMAH, XeF2

A.6 Summary

In this appendix, we have presented the fundamentals of MEMS fabrica-
tion technology, in particular bulk micromachining, surface micromachining,
together with materials systems they employ. A more detailed and in-depth
study of MEMS/NEMS fabrication technology may be found in a number of
sources in the literature, for example, [5, 6, 10, 72].



Appendix B: Emerging Fabrication
Technologies for the IoT:

Flexible Substrates and Printed Electronics

B.1 Flexible Substrates [176]

As discussed in Chapter 1, the Internet of Things (IoT) will be predicated
upon the wireless networking of billions of nodes. These nodes contain sen-
sors, actuators, wireless transceivers, energy storage and harvesting devices,
power management, and a microcontroller brain. Clearly, such an enormous
number of devices can only materialize commercially if cost-effective ways
for fabricating them are brought to bear. In this context, a number of technolo-
gies have been under development to fabricate virtually inexpensive electron-
ics as it is necessary to build IoT nodes, and the state of development of these
is rather timely in terms of their degree of readiness for application in the IoT.

Flexible substrates is one such technology that enables the fabrication
of healthcare, environmental monitoring, displays and human–machine inter-
activity, energy conversion, management and storage, and communication
and wireless networks (Figure B.1) [176]. The technology, which is derived
from advances in thin-film materials and devices, is fueling many of the
developments in the field of flexible electronics, so that electronic components
predicated upon the integration of both passive components such as resistors,
capacitors and inductors, and active components such as diodes and transis-
tors are available for utilization in a plethora of digital and analog circuits, as
well as for detection and energy generation.

The word “flexible” arises from the fact that the substrates in question, on
which devices are fabricated via thin-film deposition techniques, are plastic in
nature. As a result, they may be used to make devices that can be attached onto
non-planar surfaces, such as airplanes. Table B.1 lists a number of such plastic
materials. The realization of a number of devices, with potential pertinence
to IoT applications, is presented subsequently.
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Figure B.1 Future flexible electronics systems and the key relevant sectors, the underlying
materials—such as the industry pervading, historically relevant and standard aluminum,
silicon, germanium, and silver, as well as more exotic low-dimensional materials including
nanowires, quantum dots, and nanotubes—all of which will be necessary to facilitate the
development and the exploitation of disruptive applications in the fields of human interactivity,
computation, displays, energy generation, and storage as well as electronic textiles.

Source: Ref. [176].

Table B.1 Comparison of possible plastic substrate for thin-film deposition
Max.
Deposition
(Temp. ◦C) Material Properties
250 Polyimide (Kapton) Orange color; high thermal expansion coefficient;

good chemical resistance; expensive; high moisture
absorption

240 Polyetherketone
(PEEK)

Clear, good dimensional stability; poor solvent
resistance; expensive; moderate moisture absorption

190 Polyethersulphone
(PES)

Clear; good dimensional stability; poor solvent
resistance; expensive; moderate moisture absorption

180 Polyetherimide (PEI) Strong; brittle; hazy color; expensive

160 Polyethlene
naphtalate (PEN)

Clear; moderate CTE; good chemical resistance;
inexpensive moderate moisture absorption

120 Polyethylene
terephthalate (PET)

Clear; moderate CTE; good chemical resistance;
inexpensive; moderate moisture absorption

CTE denotes the coefficient of thermal expansion.
TMax denotes the maximum deposition temperature.
Source: Ref. [176].
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B.1.1 Device Fabrication on Flexible Substrates

B.1.1.1 Thin-Film Transistors (TFTs)
The degrees of freedom afforded by thin-film processes and materials
enable one to circumvent certain limitations germane to flexible substrates
to produce high-performance devices, in the context of attaining a good
compromise among device characteristics, cost, and stability. For example,
while plastic substrates exhibit small electron mobilities, using short channel
lengths may allow one to circumvent this limitation, thus rendering transistors
that achieve, for example, high transconductance. Figure B.2 presents an
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Substrate
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Dielectric
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(e) TFT Fabrication

(d) Lift-Off

(c) Plasma Etching
and dissolve resist
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(a) Pre-pattern creation

Au Au
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Figure B.2 Schematic illustrating the fabrication of short-channel transistors using spin-
coating-induced edge effect.
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approach to fabricate organic thin-film transistors (TFTs) uniformly over
large areas [177]. The process exploits a novel edge effect that is induced
by spin coating a polymer onto a pre-patterned structure. The method has
yielded polymer TFTs, with channel widths as narrow as 400 nm, exhibiting
a mobility of 5× 10−3 cm2/Vs and on/off current ratio of approximately 106

on poly (9, 9-dioctylfluorene-co-bithiophene) (F8T2).

B.1.2 Film Bulk Acoustic Wave Resonators (FBARs)

The film bulk acoustic wave resonator may be construed as consisting of a
capacitor in which the dielectric is a piezoelectric material (Figure B.3) [81].

The piezoelectric effect, which the FBAR exploits, exhibits the following
behavior: A force applied across a layer of piezoelectric material with piezo-
electric coefficient d causes a voltage V to be induced across it. Conversely,
when a voltage V is applied across the piezoelectric layer, it experiences a
strain. Now, if the applied voltage is sinusoidal, then an oscillation is induced
in which the voltage causes an acoustic wave to propagate between the
electrodes, which in turn produces an electric field between the electrodes.
This exchange between acoustic and electrical energy occurs at a certain rate,
which means that the device behaves as an electric resonator, for example, an
LC resonator. The rate of acoustic-electric energy exchange is the resonance
frequency of the resonator and reaches several GHz. The interest on this
FBAR device, as noted in Chapter 6, is that it exhibits a high-quality factor,
namely of thousands; thus, it enables low-phase noise frequency oscillators
and low insertion loss filters [81]. Furthermore, FBAR is small in size, is
relatively inexpensive to manufacture, and is compatible with traditional
CMOS. FBARs may also be used as mass sensors, in whose application, the
physical adsorption of mass on its top plate causes mall loading, that is, slows
down the resonance frequency and, thus, can be detected/sensed.

Figure B.3 Typical thin-film FBAR structure.

Source: Ref. [177].
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B.2 Printed Electronics [178]

The field of printed electronics (PE) deals with the fabrication of devices
using an inexpensive printing process. Devices, including antennas, sensors,
and membrane switches, have already been abundantly demonstrated. One
of the key motivations behind PE is the ability to print devices on flexible
substrates, but using a printing machine. In fact, the combination PE with
flexible polymers poses many advantages, when compared to fabrication on
the traditional hard substrates, in particular higher contact area, the capability
to fold/roll, and attaining lightweight.

The fundamental reasons that have resulted in the popularity and adoption
of PE are its ability to produce easily fabricated devices that exhibit high
performance and long-term reliability. The PE process involves the organized,
patterned deposition on a substrate of a sequence of pastes, inks, or coatings
that can derive from both organic and inorganic materials. Thus, it is possible
to define metallic patterns using inorganic inks containing metallic nanopar-
ticles such as copper, gold, silver, or aluminum that are dispersed onto a
substrate. On the other hand, the utilization of organic inks, in particular those
that derive from materials such as polymers (conductors, semiconductors, and
dielectrics) may be employed in the fabrication of batteries, electromagnetic
shields, capacitors, resistors and inductors, and sensors. If the ink derives
from organic materials, like organic semiconductors, it may be used to fabri-
cate the active layer of organic photo diodes (OPDs), organic light emitting
diodes (OLEDs), organic field-effect transistors (OFETs), organic solar cells
(OSC), and a variety of sensors.

A variety of printing electronics technologies are available (Figure B.4).
A brief introduction to the various printing technologies is presented next.

Printing
Technologies

Non Contact
Printing

Techniques

Contact
Printing

Techniques

Screen
Printing Flexography

Gravure
Printing

Soft
Lithography

Laser-Direct
Writing

Aerosol
Printing

Inkjet
Printing

Figure B.4 Printing technologies classification.

Source: Ref. [178].
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B.2.1 Printing Technologies

B.2.1.1 Contact Printing Techniques
The main contact printing technologies in use are as follows:

(1) Screen printing: In this technique, ink is first deposited on a sten-
cil/screen, a sheet containing areas through which ink can transfer
(apertures) and areas that block the ink [179]. Then, a blade or
“squeegee” is moved across the screen to fill the apertures with ink, and
the screen is pushed down and made to momentarily touch a substrate
underneath. This causes the ink to wet the substrate and be pulled out of
the mesh apertures as the screen is removed upwards after the blade has
passed. By repeating this procedure with inks of different colors, a color
image may be formed.

(2) Flexography: In this technique, printing is effected by utilizing a flexible
photopolymer relief plate, wrapped around rotating cylinders, such that
when it comes into contact with the receiving material, ink from the
image defined by the relief transfers over onto it. It may be used on any
type of substrate, including plastic, metallic films, cellophane, and paper
[180].

(3) Gravure printing: In this technique, an image is etched with acid on the
surface of a metal cylinder according to a pattern of cells. The cells,
which are recessed into the etched cylinder, possess different depths.
Then, ink filling the cells is transferred to a substrate. In this scheme, the
deeper cells, containing more ink, produce a more intensive color than
the shallower cells [181].

(4) Soft lithography: In this technique, an elastomeric stamp or mold, typi-
cally poly-dimethylsiloxane (PDMS) with patterned relief structures on
its surface, is used to transfer patterns and structures with feature sizes
ranging from 30 nm to 100 µm [72].

Table B.2 compares the properties of the various contact printing tech-
niques.

B.2.1.2 Non-Contact Printing Techniques
The main non-contact printing technologies in use are as follows
(Figure B.5):

(1) Laser direct writing (LDW): In this technique, a computer-controlled
laser beam is used to realize one-dimensional (1D), two-dimensional
(2D), or three-dimensional (3D) structures. This is accomplished by
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Table B.2 Comparison between main contact printing techniques

Printing
Technique Solution Types

Solution
Viscosity
(Pa.s)

Print
Thickness
(µm)

Resolution
(µm)

Surface
Tension
(mN/m)

Screen
printing

Water based, solvent
based, UV or
electron beam
curable

0.1–10 0.02–100 30–100 38–47

Flexography Water based, solvent
based, UV curable

0.01–0.1 0.17–8 30–80 13.9–23

Gravure
printing

Water based, solvent
based, UV curable.

0.01–1.1 0.02–12 50–200 41–44

Soft
lithography

Water based, solvent
based, UV curable

∼0.10 0.18–0.7 0.03–100 22–80

Transfer Laser

Transparent Carrier

Receiving SubstrateThin Source Film

Laser Direct Writing
(a)

Gas Gas

Substrate
Aerosol Printing

(b)
Piezo Crystal

Substrate

Inkjet Printing
(c)

Figure B.5 Schematic of non-contact printing.

Source: Ref. [178].

inducing the deposition of metals, semiconductors, polymers and ceram-
ics interposed between the laser and the substrate, according to the
pattern described by the laser beam. The process does not utilize masks
or physical contact between a tool or nozzle and the substrate material.
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Through the control of the laser pulses, and the materials on which they
impinge, the composition, structure, and properties of individual 3D
volumes of materials are formed through length scales spanning from
nanometers to millimeters.

(2) Aerosol jet printing: In this technique, the ink is held by an atomizer.
Then, depending on the viscosity, it aerosolizes into liquid particles of
diameter between 20 nm and 5 µm. The liquid consists of solutions and
nanoparticle suspensions that may be metals, alloys, ceramics, polymers,
adhesives, or biomaterials. During printing, the ink is transported into a
deposition head by a nitrogen flow, while the aerosol is focused by a jet
stream onto the substrate. As a low-temperature process, the technique
is amenable for applying many materials and substrates. A high volume
technique, it may be employed in the production designs that are both
non-planar and complex such as displays, thin film transistors, TFT, and
solar cells.

(3) Inkjet printing: In this technique, as the name implies, a pattern stored
in memory in digital format is transferred onto a substrate via direct
deposition through a print-head, much as when printing with a computer
printer. Since the pattern printed is formed by controlling through which
of the ejectors/pixels in the print-head the liquid/ink is ejected onto the
substrate, no masks or contact between the print-head and the substrate
are necessary. The ink may be in fluid or powder form and consist
of proteins or minerals, conductive polymers, nanoparticles, or a wide
variety of materials such as bioactive fluids. In operation, a piezoelectric
material expands to push the precise amount of ink and together with
the force of gravity and air resistance, the ink is expulsed onto specific
positions on the substrate to create the printing patterns/images.

The technique can print onto a variety of textured substrates such as
smooth or rough surfaces, for example, glass, plastic, paper, and textiles,
with low consumption of ink materials. A number of applications have
been realized via inkjet printing, including transducers, transistors, structural
polymers and ceramics, biomimetic and biomedical materials, and printed
scaffolds for growth of living tissues, as well as for 3D electric circuits,
MEMS, and sensors.

Table B.3 compares the properties of the various non-contact printing
techniques.
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Table B.3 Comparison between the main non-contact printing techniques

Printing
Technique Solution Types

Solution
Viscosity
(Pa.s)

Print
Thickness
(µm)

Resolution
(µm)

Surface
Tension
(mN/m)

Laser direct
writing

Solid film (donor
substrate)

– >10 ∼0.7 –

Aerosol Solutions and
nanoparticle
suspensions based on
metals, alloys,
ceramics, polymers,
adhesives or
biomaterials

0.001–1 >0.1 10–250 –

Inkjet Water based, solvent
based, UV curable

0.002–0.1 0.01–0.5 15–100 15–35

Source: Ref. [178].

B.3 Summary

As previously discussed, flexible electronics uses thin-film techniques to
form devices on flexible substrates, while printed electronics uses some form
of layered deposition technique to define patterns on virtually any type of
substrate. Together, they provide a multitude of avenues to realize IoT nodes,
including traditional passive and active planar devices, and also MEMS
devices in a rapid and inexpensive fashion. Brought to full fruition, these
techniques may become important tools to cost-effectively realize the various
building blocks germane to IoT nodes, for example, sensors, actuators, wire-
less transceivers, energy storage and harvesting devices, power management,
or microcontrollers.
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