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Preface

This book presents a unified exposition of the physical principles at the heart
of nanoelectromechanical quantum circuits and systems (NEMX) in the con-
text of understanding its potential applications to enable the Internet of Things
era. The book delves into physical phenomena that permeate the operation
of NEMX which, by definition, exploit nanoscale mechanical devices and
novel nanoscale materials. These devices are expected, in turn, to be crucial
to enable the realization of the [oT, which will be predicated upon the wireless
connection of smart nodes consisting of sensors, actuators, energy harvesting
and storage components, and wireless communications transceivers.

This book contains six chapters. Chapter 1 provides an introduction to
the 10T, including its origins, its predicted impact on society, both in terms of
improving its quality of life, and also its potential to permeate all spheres
of society, from health care, to agriculture, to industry, to commerce, to
the infrastructure, to the economy, and many more. Chapter 2 presents a
brief introduction to the technical areas of microelectromechanical systems
(MEMS) and nanoelectromechanical systems (NEMS), including their ori-
gins, their impetus and motivation for their development, and the plethora of
physical phenomena that they bring to our disposal as tools for enabling one
to engineer systems for solving a variety of problems. Chapter 3 engages
in developing a comprehensive understanding of MEMS/NEMS physics,
as would be pertinent for attaining the technical understanding to master
the application and invention of these devices. In particular, we discuss
the following topics: Actuation, Electrostatic Actuation, the Parallel-Plate
Capacitor, the Electrostatically Actuated Cantilever Beam, the Interdigitated
(Comb-drive) Capacitor, Piezoelectric Actuation, the Piezoelectric Cantilever
Probe, Casimir Actuation, Casimir’s Force Calculation Method, Lifshitz’s
Calculation of the Casimir Force, the Casimir Force Calculation of Brown and
Maclay, Casimir Force Calculations for Arbitrary Geometries, Computing the
Casimir Energy Based on Multipole Interactions, Computing the Casimir
Force Using Finite-Difference Time-Domain Techniques, Computing the
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Casimir Force Using the Framework of Macroscopic Quantum Electrody-
namics, Corrections to Ideal Casimir Force Derivation, Radiation Pressure
Actuation, Radiation Pressure Manipulation of Particles, Radiation Pres-
sure Trapping of Particles, and the Radiation Pressure Effect on Cantilever
Beams. Then, the topic of Mechanical Vibration, as it applies to single- and
many-degrees-of-freedom systems, and Rayleigh’s Method for calculating
mechanical resonance frequency, is discussed. This is followed by an in-depth
treatment of Thermal Noise in MEMS/NEMS, in particular, the Fundamental
Origin of Intrinsic Noise in mechanical structures, and the Amplitude of
Brownian (Random) Displacement of Cantilever Beam. We conclude with
the topics of Sensing, The Accelerometer, Capacitive Accelerometer Imple-
mentation, Quantum Mechanical Tunneling Accelerometer, and Vibration
Sensors. Chapter 4 deals with MEMS/NEMS Switches, Nanoelectromechan-
ical Switches, including Downscaled MEMS/NEMS Switches and MEMS/
NEMS Switches via Novel Materials, MEMS/NEMS Varactors, Nanoelec-
tromechanical Varactors, including Dual-Gap MEMS/NEMS Varactors and
MEMS/NEMS Varactors via New Materials, MEMS/NEMS Resonators,
Nanoelectromechanical Resonators, including Clamp-Clamp RF MEMS
Resonators and MEMS/ NEMS Resonators via New Materials. Chapter 5
addresses the topic of Understanding MEMS/NEMS for Energy Harvest-
ing, including an introduction to Wireless Energy Harvesting, including
the RF-DC Conversion Circuit and Resonant Amplification of Extremely
Small Signals, and Mechanical Energy Harvesting, including Theory of
Energy Harvesting from Vibrations, Piezoelectric Conversion, and Electro-
static Conversion. Chapter 6 exposes NEMX Applications in the IoT Era.
We begin with an introduction to the fundamentals of IoT networks and
nodes, including, Wireless Connectivity, Communication Protocols, Network
Range, and The Origins of the IoT, and we expose how NEMX components
are encroaching in a variety of IoT applications such as the Smart Home,
Wearables, the Smart City, the Smart Grid, the Industrial Internet; the Con-
nected Car, Connected Health, Smart Retail, the Smart Supply Chain, and
Smart Farming. Then, we address NEMX Applications in Wireless Sensor
Networks, in particular applications in radios and in agriculture. Finally,
we address the subject of the IoT in the context of emerging mmWaves/5G
(fifth-generation wireless networks) technology. In particular, we expose 5G
from the Systems and Technologies viewpoints, the motivation for exploiting
the advantages afforded by mmWaves/5G in the context of the IoT and
its potential impact via the enablement of Device-to-Device Communica-
tions, and Simultaneous Transmission/Reception, and Potential mmWave/5G
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Frequencies for the IoT. The book ends with two appendices, namely
Appendix A, MEMS Fabrication Techniques Fundamentals, and Appendix B,
Emerging Fabrication Technologies for the IoT: Flexible Electronics and
Printed Electronics.

The book assumes a preparation at the advanced undergraduate/beginning
graduate student level in Physics, Electrical Engineering, Materials Science,
or Mechanical Engineering. It was particularly conceived with the aim of
providing a bridge of the traditional fields of MEMS and RF MEMS to that
of NEMX and its potentialities for enabling opportunities in the emerging
field of the IoT and its convergence with mmWave/5G. Having given an in-
depth treatment of the fundamental NEMX physics and technology, it is up to
the creativity and ingenuity of the scientist or engineer to exploit it to generate
new solutions for the IoT and beyond.
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The Internet of Things

1.1 Origins

What is the Internet of Things (IoT)? The term was proposed in 1999 by
Kevin Ashton, a British Technologist, when he was at the Massachusetts
Institute of Technology (MIT), in the context of exploring the potential
of networked radio-frequency identification devices (RFIDs) and emerging
sensing technologies [1]. He defined the IoT as follows: “The Internet of
Things connects devices such as everyday consumer objects and industrial
equipment onto the network, enabling information gathering and manage-
ment of these devices via software to increase efficiency, enable new services,
or achieve other health, safety, or environmental benefits.”

A more recent definition, by David Evans at Cisco Systems [2], states
that: “The IoT refers to a network of smart devices communicating and
exchanging data with other machines, objects, devices and environment
around the globe.”

In terms of its chronological development, the IoT has been defined
as having been born between the years 2008 and 2009, when the number
of connected devices became greater than the number of people in the
Earth (Table 1.1).

The IoT may be viewed as a network of networks, where we have
individual networks connected together within a system endowed with
security, analytics, and management (Figure 1.1).

As suggested by Figure 1.1, the IoT has such an enormous breadth
that it can be difficult to understand or comprehend. To facilitate its
comprehension, the IoT may be broken down into five key vertical categories
of adoption, namely connected wearable devices, connected cars, connected
homes, connected cities, and the industrial Internet (Figure 1.2) [1].
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Table 1.1 Perspective of IoT evolution

World Population 6.3 Billion 6.8 Billion 7.2 Billion 7.8 Billion
Connected 800 Million 12.6 Billion 25 Billion 50 Billion
devices
Connected 0.08 More connected 1.84 3.47 6.58
devices per person devices than

people
Year 2003 2010 2015 2020
Source: Ref. [2]. 4

Transpor t
1. Individual

Education ) Networks
Energy 2. Connected

Together
Business
) 3. With security,
analytics, and
Other management

Figure 1.1 The IoT as a network of networks.
Source: Ref. [1].

Industrial Internet

Connected Cities

Connected Homes .
Transportation

Connected Cars

Wearables

I 11

Healthcare

Figure 1.2 The IoT landscape.
Source: Ref. [1].
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1.2 loT Motivation/Impact

The projection of the number of connected devices to which the IoT
application categories will give rise is shown in Figure 1.3 [1].

Detailed consideration of the IoT makes it clear that its realization
may well rest upon the following three fundamental pillars: (i) sensing,
(i1) wireless communications, and (iii) security.

Sensing encompasses every imaginable device or system that can capture
information from the environment or otherwise. This information, in turn,
being of a diverse and distributed (ubiquitous) nature, must be gathered and
disseminated throughout a dispersed network of intelligent nodes, which
motivates the utilization of wireless communications, the most efficient
means to carry out this task. Finally, since the information being distributed
to the end users will include extremely valuable information, that is, not only
that of a personal nature but, in particular, that of a business nature (e.g.,
company finances, bank accounts, and credit cards), and that pertaining to
the control of autonomous and remotely controlled vehicles, in the context of
the Internet, schemes to enable secure, hacking-free wireless communications
techniques, must be employed. Traditionally, secure communications has
relied upon the generation of random numbers (RNs), which are employed
for effecting information modulation or cryptographic encoding in such a
way that the information in question can only be demodulated or decoded
with a replica of such RNs [3]. In this context, since the RNs are generated
by deterministic computer algorithms that eventually repeat the RN sequence,
a risk exists that such RNs may be deciphered and used to extract the
information transmitted. To overcome this risk, a number of approaches to
generate RNs via physical processes in devices that, being derived from
naturally occurring physical effects and processes, do not repeat themselves

M2M

" 30
'g 25 mmm  Other
mm Tablets
2 20
= mmm PCs
)
2 15 TVs
S
= 10 Non-smartphones
m 5 EZ8 Smartphones

2015 2016 2017 2018 2019
Figure 1.3 Global projected growth of connected devices by type.
Source: Ref. [1].
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and thus are purely (ideally) random and are of current research interest for
IoT applications.

A wide variety of sensors will make the IoT possible (Figure 1.4). These
are typified by microphones, gyroscopes, accelerometers, pressure sensors,
magnetic sensors, and so on, which may be attached to mobile devices [4].
It may easily be noticed that a common denominator that underpins the
majority of these sensors is microelectromechanical/nanoelectromechanical
systems (MEMS/NEMS) technology [S5, 6].

The main sensor drivers for consumer electronics, for instance, include
motion detection, pedestrian navigation, position detection, and user interface
(Figure 1.5).

Taking the potential of the IoT paradigm to the extreme, Hewlett-
Packard and others have proposed “the central nervous system of the Earth’s”
vision, which entertains the fusion of man, machine, virtual, and physical

Multi-Sensor MEMS Microphone

Package
~N

Magnetic Sensor mp

Sensors

in Mobile Devices < Gyroscope

Pressure Sensor Accelerometer
Figure 1.4 Sensors in mobile devices for the Internet of Things.

Source: Ref. [4].

Motion Detection

* Step counting

* Activity monitoring
* Power management

User interface

« Tap control

* Gaming input

* Menu navigation

/ * Speech recognition
« Gesture recognition

\ Position detection

* Upside down
« Portrait/landscape
« Free speech profile

Sensor Drivers
in Mobile Devices

Pedestrian navigation

* Speed and distance estimation
* Altitude detection

* Location-based services

Figure 1.5 Sensors drivers in mobile devices for the Internet of Things.

Source: Ref. [4].
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systems to revolutionize human interaction with the Earth in as profound
a fashion as the Internet has revolutionized personal and business interac-
tions (Figure 1.6) [7]. Upon coming to fruition, this scenario would entail
approximately one trillion nanoscale devices, that is, the equivalent number
of sensors and actuators of 1000 Internets.

In the final analysis, one of the key drivers of the Internet of Things is its
impact on the world economy. In that regard, it is estimated that the IoT will
give rise to a market larger than that of the personal computer (PC), tablet,

« Airframe integrity
« Passenger comfort « Photovoltaics

« Wildlife tracking « Exascale

* Personal sensor subnet Memory

« Large structure integrity

* Weather Service * Nano
« Wireless * Automaker Computing
Carrier « Oil & Gas
» Nanowire

« Security * Home ¢ Airline
Service  Security

* Dept. of * Global
Transportation  Retailer

Chemical Sensor

* MEMS

* Home automation system
Inertial Sensor

* Tsunami warning system
 Real time traffic conditions
« Merchandise tracking * Optical Interconnect
« Seismic oil exploration
P * Photonic

+ Climate monitoring

g AL )
Y~ Y

Applications Devices & Technologies

Figure 1.6 The central nervous system of the Earth vision.

Source: Ref. [7].

25

Internet of Things 20
\ Combined

Smartphones,| 15

Tablets And
PC Market | 10
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2013 2014 2015 2016 2017 2018 2019

Billions

Figure 1.7 Projected [oT device growth versus PC, smart phone, and tablet growth.

Source: Ref. [8].
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and smart phone markets combined of the order of greater than $20B/year
(Figure 1.7) [8]. Not only, therefore, does the development of the IoT portend
orders of magnitude improvements in our way of life but it also heralds the
potential for great technological and economic development and prosperity.

1.3 Summary

In this chapter, we have presented the origins, motivation, and potential
impact of the Internet of Things. The IoT crystallizes the large-scale inte-
gration of advances in sensors, wireless communications, and networking
ushered by the growth in Internet connectivity over the last twenty plus
years. At the core level, this growth will be fueled by the proliferation of
a virtually innumerable set of intelligent sensor nodes that can communicate
via secure, wireless links over a worldwide network of networks. In the rest
of this book, we will endeavor to open the reader’s understanding of the
key technological enablers of the IoT, with the goal of equipping him or her
with the fundamental knowledge base to, if desired, become a participant and
contributor to the grand IoT challenge.



2

Microelectromechanical and
Nanoelectromechanical Systems

2.1 MEMS/NEMS Origins

It can be said that the field of microelectromechanical/nanoelectromechanical
systems (MEMS/NEMS) may be traced back to Richard Feynman when, in
1959, he made the observation: “There is plenty of room at the bottom.” [9].
Feynman reached this conclusion upon conducting a special type of search,
namely a search for a boundless field. He noticed that fields like endeavoring
to attain low temperatures or attaining high pressures had virtually no end
in sight. That is, one could never say or claim that one had reached the
lowest temperature or the highest pressure. Feynman’s inquiry about a new
boundless field led him to that of miniaturization. Indeed, endeavoring to
make everything small was a research field that had virtually no end in
sight [10].

But why had so little been done on miniaturization? He wondered.
Were there innate limitations imposed by the laws of physics? No, Feyn-
man concluded. There is nothing in the laws of physics that precludes
miniaturization. Rather, the limitations are rooted in technology, that is,
it is one’s ability to make small things that sets a limit on miniaturization.
Having acknowledged that miniaturization was limited by technology and
that this limitation would erode in time, Feynman went on to consider
what if the technological problem/limitation was nonexistent? How would
miniaturization impact the three particular areas of application, namely infor-
mation storage, computers, and, more pertinent to this book, machinery? His
assessment of the impact of miniaturization led him to predict that great
gains in information storage and computer systems would be achieved by
straightforward downscaling, since these functions did not depend on size,
but that, in turn, the scaling down of machines would require new paradigms
because machine properties, in particular, the force systems involved, were
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Quantity MEMS/NEMS

’_——_~~

O Micromachines ,
(MEMS)
Conventional

Molecular (Nano)
Machines

Machines

Figure 2.1 Domain of machinery sizes.

Source: Ref. [11].

constrained by size. As a result, we would be confronted by new regimes of
material behavior, strange to our everyday experience [6], and grappling with
this new domain, he concluded, would open up a whole new field of scientific
endeavor. Overall, he suggested, miniaturization would fuel radical paradigm
shifts in all areas of science and technology, and these, in turn, would elicit a
virtually unlimited amount of applications.

But what did Feynman mean by small? An examination of the machines
in operation back in 1959 reveals that they belonged to two-dimensional
regimes typified, on the one hand, by machines comprising sizes from
millimeters to kilometers and, on the other hand, by molecular machines,
biological machines, which could be synthesized by chemists, occupying the
sub-nanometer scale. In-between, there was a big empty space! This space
was the regime to be tackled by MEMS/NEMS (Figure 2.1). Notice that this
dimensional regime was concomitant with that utilized with technology for
making electronic devices [12].

2.2 MEMS/NEMS Impetus/Motivation

The field of miniaturization lay virtually dormant until our ability to make
small things improved, which began to take place in the 1960s with the
advent of integrated circuit (IC) fabrication technology. In particular, since
circuits could be scaled down in size and still perform their function, a race
ensued to develop ways to print more and more circuits on a substrate (wafer).
This downscaling thrust was, on the economic side, beneficial because the
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greater the number of circuits that could be formed in a given wafer area, the
greater were the profits. This behavior, which characterized the outstanding
economic success and progress of the semiconductor industry, came to be
captured by the famous Moore’s law [13]. In fact, if one uses the number of
devices as an index of the extent to which integration or miniaturization has
progressed, one finds that the number of devices on a wafer has increased
by more than seven orders of magnitude, namely from <10 in the 1960s to
>1 billion today [14].

The economic success in the IC industry led people to wonder: Would
the application of IC fabrication concepts in other fields, like mechanics,
optics and fluidics, result in enhanced performance and reduced cost? The
answer was maybe, because whereas an IC extends in two dimensions (2D),
a mechanical structure is 3D in nature. Therefore, techniques had to be
developed for microstructure generation, which would also allow the third
dimension of a structure to be shaped. Beginning with IC fabrication (2D)
technology, a summary of the fundamentals of fabricating 3D structures is
given in Appendix A.

MEMS/NEMS may be utilized to exploit a multitude of physical
phenomena (Figure 2.2). Indeed, the universe of possible implementations
is vast and is only limited by our imagination.

Possible Physical Mechanisms to be Exploited
* Acoustical
* Electrical
* Optical
* Mechanical
* Magnetic
* Fluidic
* Quantum Effects
* Mixed Domain

Some Areas of Endeavor Under R&D
* Nanoelectronics
* Nanomechanics
* Nanoengineering
* Nanobiotechnology
* Nanomedicine
* RF MEMS
e [oT

Figure 2.2 Physical phenomena available for exploitation in MEMS/NEMS and potential
areas of application.
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2.3 Summary

Indeed, the potentialities of the MEMS/NEMS field, as suggested by
Feynman in 1959, are virtually unlimited. These potentialities, due to the
astounding progress in miniaturization over the last 40 plus years, captured
by the Moore’s law and exemplified by the ubiquity of IC technology,
are ushering a new technological revolution. This revolution is enabled by
the convergence, on the one hand, of the ability of MEMS/NEMS and IC
fabrication technologies to realize miniaturized systems capable of sensing,
processing, and knowledge wireless distribution through the Internet and,
on the other hand, the emergence of new applications demanding virtual
omniscience, namely the Internet of Things (I0T). In the next chapter, we
develop a fundamental understanding of some key physical principles upon
which MEMS/NEMS devices for the IoT are predicated.



3

Understanding MEMS/NEMS Device Physics

3.1 Actuation

It is well known that Physics is the natural science that deals with the study
of matter and its motion and behavior through space as a manifestation
of the energy it possesses and the forces it experiences [15]. Micro-
electromechanical system (MEMS)/nanoelectromechanical system (NEMS)
device physics deals with the behavior of miniaturized mechanical and
electronic/plasmonic [16] devices engineered to move or transmit their
motion as a result of an applied voltage or current. The resulting device
motion caused is referred to as the actuation of the device, and the devices
transmitting the force are referred to as actuators [5].

In the realm of MEMS/NEMS dimensional regimes, a wide variety of
forces may be exploited to cause actuation, namely from those derived from
electrostatic, piezoelectric, magnetic, or thermoelectromechanical means to
those derived from the quantum vacuum (Casimir forces) or optical light
beams (radiation pressure). In this subsection, we present the fundamentals
of the most important MEMS/NEMS actuation mechanisms of relevance to
IoT.

3.1.1 Electrostatic Actuation

3.1.1.1 Parallel-plate capacitor

Electrostatic forces derive from the variation of the energy stored in a
capacitor containing positively and negatively charged metallic plates, as a
result of the interaction of the plates’ charges that arises from the application
of a voltage across it [S]. How this actuation comes about may be illustrated
by considering the capacitor in Figure 3.1. In the usual case, when both the
top and bottom plates are rigid (unmovable and unbendable), if the plate
area is much greater than the separation between them, so that the fringing

11
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+V

Figure 3.1 The parallel-plate capacitor embodies the fundamental elements of the electro-
static actuator. € represents the permittivity between the plates, A represents the area of the
plates, d represents the separation between the plates, and ¢ represents the thickness of the
plates.

capacitance may be ignored, the capacitance is given by [17],

eA
C= 7 3.1
where ¢ represents the permittivity between the plates, A is the area of the
plates, and d is the separation between the plates.

Application of a voltage V to the capacitor of value C' gives rise to the
storage of an electrostatic potential energy U within the inter-plate volume,
expressed by [17],
cAV?

2d

This potential energy represents the electrostatic Coulomb force of
attraction of plates situated at a fixed distance d, carrying respective positive
(gp) and negative (qn) charges, given by [17],

1
U= 5(JV2 = (3.2)

_ 1 gran
dme  d?

Electrostatic force-induced actuation/motion in a parallel-plate capacitor
manifests itself when, under the application of a varying voltage, one lifts the
plate rigidity limitation. In this case, a voltage increase causes a reduction
in the separation d (and, thus, an increase in the capacitance C) and, conse-
quently, an increase in the stored potential energy U. This sequence of events
establishes the conditions for a positive feedback system in the sense that
one thing, namely reduction in d, causes the increase in another, namely the

(3.3)
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potential energy, which by increasing the Coulomb force reinforces the first.
Because under this circumstance the potential energy is variable (with varying
applied voltage), the instantaneous attractive force capturing the positive
feedback action is given by [17],

F=-VU 3.4
or substituting Equation (3.2) into Equation (3.4),
cAV?
F=—— 3.5
o2 (3.5)

Now, assume that the bottom plate of the capacitor is attached/bonded
onto the substrate and thus immovable and unbendable. Then, electrostatic
actuation in the parallel-plate capacitor manifests itself when, under the
application of a voltage, the top plate is allowed to move, to bend, or both.
The situation in which the top plate is movable, but rigid (unbendable) may
be represented as in Figure 3.2.

Here, the rigid (assumed unbendable) top plate moves a uniform distance
x, which is a function of the applied voltage, in such a way that the instan-
taneous equilibrium position x is given by the solution to the equation,
|F's| = | FE|, expressed in Equation (3.6) and shown in Figure 3.3 [18].

cAV?

Fs=hr=Fp= " _
§ TR TE 2(d — x)?

(3.6)

/ I
Top Plate

1
/ Bottom Plate

() (b)
Figure 3.2 (a) Parallel-plate capacitor with bottom plate fixed onto substrate and unbendable
top plate supported by a spring of spring constant k. (b) Forces on parallel-plate capacitor
of (a). Fs represents the spring force and F'g represents the electrostatic force upon the top
plate reaching a position of equilibrium, z, due to an applied voltage.
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Figure 3.3 Normalized displacement of rigid (unbendable) capacitor top plate versus
normalized applied voltage.
Source: Ref. [18].

The solution to Equation (3.2) is shown to be real until the displacement =
reaches d/3, at which point it becomes imaginary. The applied voltage at
which x = d/3 is referred to as the pull-in voltage [S]. It represents the
voltage at which the electrostatic attraction Coulomb force can no longer be
countered or equilibrated by the spring force and the top plate crashes down
on the bottom plate.

An analytical expression for the pull-in voltage may be obtained by
solving for the voltage for which the difference between the spring and

electrostatic forces, )
eAV

kx — ——= ] =0 3.7

(= ) 7

is a minimum. From equating to zero, the derivative of the voltage with

respect to the displacement, Equation (3.8), and solving for V' at z = d/3,
one obtains,

v d 2kx(d—x)?| B
dx_mj I G
giving,
8kd?
Vi = 27cA (39)

3.1.1.2 Electrostatically actuated cantilever beam
If one assumes that, instead of being supported by a spring, the top plate
is anchored on one side and is not rigid, but bendable/flexible, that is, that
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Figure 3.4 (a) Parallel-plate capacitor in which the top plate is flexible/bendable and is
anchored on one side. (b) Load distribution causing the displacement of the top plate to
increase from zero at the anchor to a maximum d at its free tip.

Source: Ref. [18].

we have a cantilever-type structure, then we have the scenario depicted in
Figure 3.4 [18]. Here, since the attractive electrostatic force cannot cause
any motion/displacement of the top plate at the anchor, it adopts a deformed
shape which is embodied by the position-dependent displacement (7). This
displacement grows from 6(I = 0) = 0 at the anchor to a maximum of
o1 (Il = L) at the free tip. The force experienced by the top plate at a distance
[ from the anchor, in particular, is given by,

g9 AV?
0= a5

where §(1) embodies the deflection curve exhibited by the deformed beam,
whose mechanical characteristics are a function of the beam’s structural and
material properties captured by its Young’s modulus, F, and its moment
of inertia, I(Figure 3.4b). The, now classical, analysis of this situation by

(3.10)
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Petersen [19] posits, on the one hand, that the concentrated load on a
cantilever beam at a distance [ from the anchor gives rise to a beam tip
displacement given by,

l2
Sr(l) = [6EJ (3L — 1)bg(l)d! (3.11)

where b is the beam width. On the other hand, it is assumed that the position-
dependent displacement is parabolic and given by,

I 2
5(1) = <L> 51 (3.12)

The forces distributed along the length of the beam and the resulting deflec-
tion at the tip are then found by integrating Equation (3.11) from [ = 0 to

| = L, that is,
3L —l
b/ 6EI )dl (3.13)

The integral in Equation (3.13) was solved to give a normalized load, defined
in the below equation,

ebLAV?

= SEIB (3.14)

The normalized deflection at the tip of the cantilever beam is expressed by,

2 tanh ™' vVA  In(1-A
I = 4A2 _tanh VA In(1—A) (3.15)
3(1—A) VA 3A
with, 5

A=T 3.16
1 (3.16)

In analogy with the parallel-plate capacitor case, it is found from an examina-
tion of a plot of Equation (3.15) that there exists a threshold bias at which the
beam, no longer controlled by the applied bias, crashes down on the substrate.
This bias point is again reached after the beam deflects about a distance
o1 = d/3. This collapse was explained by Petersen [19] as being a result
of increasing concentration of the electrostatic forces at the tip, so that at a
particular voltage, this concentrated load causes the beam position to become
unstable, and it undergoes a spontaneous deflection, the remaining distance.
When the operation of the cantilever beam includes it being driven into
the instability regime, the phenomenon of hysteresis is observed. In particular,



3.1 Actuation 17

once the beam is fully deflected, the subsequent reduction of the applied
voltage has no effect on its state of deflection until it becomes lower than
the threshold. Concise expressions to capture hysteresis were derived by
Zavracky et al. [20], including expressions for the beam closing (thresh-
old) and opening voltages in terms of the effective beam spring constant,
K = b3E / 473, the beam area A, and the initial and effective closed beam-
to-electrode distances, d and dc, respectively. Accordingly, the closing and
opening voltages are given by Equations (3.17) and (3.18), respectively.

2 |2Kd
Vih-close = gd 3c0A (3.17)
[2Kd,
V;,‘h—open = (d - dc) 3801; (318)

3.1.1.3 Interdigitated (comb-drive) capacitor

The comb-drive capacitor is another form of electrostatic actuator. In this
architecture, the application of a voltage controls the degree of displacement,
x, which is the distance a moveable frame (the “rotor”) containing a set of
“teeth” engages into a fixed/static electrode frame (the “stator”’) flanking each
tooth at a lateral distance g(Figure 3.5).

+

et — N —

lt— < —»

i — > —

Figure 3.5 Interdigitated comb-drive actuator. The thickness into the plane is “t”.
Source: Ref. [18].
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In this case, if the fingers have a thickness ¢ and a length L, then the
single-finger capacitance area is given by,

A=t(L—x) (3.19)
from where the single-finger capacitance is given by,
eA et(L—=x
Csingle = = Q (320)
9 9

Due to the fact that each tooth has two sides, it follows that each tooth has
two capacitors. Thus, for an n teeth rotor, we have 2n capacitors and the total
capacitance is,

et(L — x)

g

Following the procedure in Equation (3.1) through Equation (3.4), but using
capacitance Equation (3.21), we obtain the comb-drive actuation force—
displacement relationship in Equation (3.22),

Gyingle =2n (3.21)

F=nely? (3.22)
g

Examination of Equations (3.5) and (3.22) reveals that while for a parallel-
plate capacitor the force varies as 1/22, for the comb-drive device it is
constant independent of = [18]. One aspect to be aware of in designing comb-
drive actuators is that, due to fringing fields, forces out of the plane arise
which can result in levitation of the actuator away from the substrate [18].
Furthermore, if the lateral stiffness is insufficient, there may occur a lateral
instability, depending on how the actuator is supported. This manifests as a
tendency of the rotor to be attracted sideways and its teeth to stick to those of
the stator.

3.1.2 Piezoelectric Actuation

In the piezoelectric mechanism of actuation, use is made of the deformation
of structures as a result of the motion of internal charges elicited by an
applied electric field. Conversely, an applied stress on a piezoelectric structure
elicits an electric field in it as a result of the forced motion of the inter-
nal charges. Because of the anisotropic properties of piezoelectric crystals,
there is coupling between electric fields and strains in different directions.
A manifestation of this behavior, for instance, is seen when a piezoelec-
tric crystal with an imposed z-directed electric field exhibits a strain in
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the x-direction. This phenomenon is expressed by the following set of
constitutive equations [18]:

S, =8P T, +d..E.

= SCCI
. (3.23)
D, =d,,T,+¢,,E.

These equations are interpreted as follows. Firstly, the strain in the
x-direction, s, results from the sum of two strains, namely that elicited
by an x-directed stress, 1, in the absence of an electric field, E., and
that elicited by an electric field, E,, in the absence of an x-directed stress,
T.. Secondly, the z-directed electric displacement, L., is elicited by an x-
directed stress, 17, in the absence of an electric field, E,, and that elicited
by an electric field, E,, in the absence of a stress, 71;,. The stress, 7, and
the electric field, E., produce the strain, s, and the electric displacement,
L, via the following constitutive parameters: The elastic compliance in the
x-direction due to an x-directed stress, in the absence of an electric field, stx,
the piezoelectric coupling coefficient, relating a z-directed electric field, E,,
to an x-directed strain, d,,, and the z-directed permittivity at constant stress
due to a z-directed electric field, 7.

3.1.2.1 Piezoelectric cantilever probe

The prototypical MEMS actuator, embodying piezoelectric actuation, is the
piezoelectric cantilever beam (Figure 3.6). In this prototype, a piezoelectric
material, which is realized by a composite-layer structure, is deposited on a
beam. In particular, the piezoelectric material, that is, a capacitor, is sand-
wiched between two electrodes. To elicit actuation, a voltage set across the
capacitor produces an electric field in the z-direction which, in turn, produces
a strain/elongation of the piezoelectric layer in the x-direction. Because the
beam itself is not piezoelectric, its size doesn’t change and the result of the
piezoelectric material elongation is bending, in other words, its tip displaces
in the z-direction. How large a displacement is created depends on the lateral
width of the beam, with a value of several microns per 100 pm of beam
width being typical, together with a change in beam thickness of 0.1 nm
per Volt [21]. Typical piezoelectric materials employed in MEMS devices
include zinc oxide (ZnQO), aluminum nitride (AIN), lead zirconate titanate
(PbZryTi; O3 — or more commonly, PZT), and polyvinyledene fluoride
(PVDF).
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Figure 3.6 Prototypical piezoelectric MEMS actuator.
Source: Ref. [21].

Various analyses of the motion of an actuated piezoelectric multi-morph
cantilever beam have been undertaken, from detailed, for example, Wein-
berg [22], to simplified, for example, DeVoe [23] and Bashir [24]. Taking
a thin piezoelectric layer on a thick beam, the beam tip displacement and the
angle of rotation are given as follows [24]:

L’E

§ = Sd”tTEpV (3.24)
LE

0 = 6d31t2—bfv (3.25)

where L is the beam length, ¢ indicates its thickness, F'p indicates the piezo-
electric layer Young’s modulus, and F indicates the beam Young’s modulus,
and V indicates an applied voltage, using these equations one can obtain tip
deflection and rotation § and 6, respectively. For a beam of cross-sectional
area A, mass density p, length L, and moment of inertia I, the corresponding
fundamental mechanical bending resonance frequency is given by,

EI 1/2
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3.1.3 Casimir Actuation

So far, the actuation mechanisms discussed have relied on the application
of a voltage. Other actuation mechanisms such as magnetic and thermoelec-
tromechanical [18] may also be exploited. We have limited the discussion to
electrostatic and piezoelectric actuation, however, because they are compat-
ible, tend to exhibit low power consumption, and are easily implemented in
the context of integrated circuit (IC) technology. One actuation mechanism
that is independent of any applied bias will now be introduced.

When the proximity between material objects reaches the few microns
and below, a regime is entered in which forces that are quantum mechanical in
nature [25-29], namely van der Waals and Casimir forces, become operative.
These forces supplement, for instance, the electrostatic force in countering
Hooke’s spring force to determine the beam actuation behavior. They may
also be responsible for stiction [30], that is, causing close interaction of
elements (Figure 3.7), to adhere together and, thus, may profoundly change
actuation dynamics [31, 60]. Next, we present several approaches to derive
the Casimir force that provide insight into the nature of this force and intuition
into how to deal with it.

Figure 3.7 Geometry for Casimir force calculation.
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3.1.3.1 Casimir’s own force calculation

The Casimir force has its origin in the polarization of adjacent material bodies
that are separated by distances of less than a few microns and is the result
of quantum-mechanical fluctuations in the electromagnetic field permeating
the free space between them [25-29]. It may also be traced to the vacuum
fluctuations of a classical real electromagnetic field [32]. In particular, when
the material bodies in question are parallel conducting plates, separated by
free space, the Casimir force is attractive [25]. However, in general whether
the force is attractive or repulsive [33—35] is a function of both the boundary
conditions, in particular, of the specific geometry sampled by the field and the
relationship among the material properties of the plates and the intervening
space.

The surprising aspect of the Casimir force is that it is a macroscopic
observable of the purely quantum-mechanical prediction of zero-point vac-
uum fluctuations [6]. Thus, even when the average electromagnetic field is
zero, its average energy shows fluctuations with small but non-zero value. The
fundamental calculation of the Casimir force entails computing the energy
between the plates with perfectly smooth surfaces and obtaining its gradient.
Since the zero-point vacuum energy, Frjcq = %h >, wn, diverges, many
techniques have been developed to accomplish this calculation [36, 37]. The
essence of many of these calculations, however, is to compute the physical
energy as a difference in energy corresponding to two different geometries,
for example, the parallel plates at a distance “a” apart and the parallel plates at
a distance “b,” where the limit as b tends to infinity is taken. For flat surfaces,
the infinite part of the energy cancels when the energy difference of the two
configurations is taken.

Casimir [25, 50] began by assuming a cubic box of volume L3 bounded
by perfectly conducting walls and a perfectly conducting square plate placed
inside it, parallel to xy face. Then, he calculated the zero-point energy when
the plate was both a short (I) and a large (II) distance L/2 from the zy
plane. He noticed that in both cases, expressions %Z hw, where the sum-
mation extends over all resonance frequencies of the cavities, are divergent
and devoid of physical meaning, but their difference, 6E = (% > h/,u) 7

(35" hw) 17+ did (and does) have a definite value that can be interpreted as the
interaction between the plate and the face. In his calculation, the zero-point
energies were expressed as [25],

thw he= //[ k2+k2+2\/ k2+k2]dk:dk:

(3.27)
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where, for plates of area L x L and separation z, k, = n,m/L, ky = nym/L,
and k, = n.m/z. In particular, to every k,, ky, and k., there correspond two
standing waves, unless n; is zero, in which case there is only one. For large
L, this has no consequence in k, and k,, because they behave as continuous.
By going to polar coordinates in the transverse (zy plane, represented by N),
Casimir expressed Equation (3.27) in one single term as,

1 2 7N [ 27T2
- — he— . _ — + N2 | NdR 2
5 g hw hcﬁ2 5 (50)1/0 (\/n > + ) d (3.28)

where the notation (0)1 is meant to indicate that, in the term n = 0, a factor
of 1/2 must be introduced.

This expression is general, that is, it applies for any inter-plate separation
z. For large separations, z, the sum in Equation (3.28) may be converted to an
integral, and the expression for the change in zero-point energy becomes,

5E—hc— = Z/ ( +N2)NdN

—/ / \/k§+N2NdN<Edkz) (3.29)
0 0 T

To obtain the final result, Casimir multiplied the integrand in Equation (29)
by a function f(k/ky,), that is, unity for k& < ky,, but tends to zero for
k > kp, — oo, where ki, is defined as f(1) = 1/2. This was the introduction
of the famous wavelength cutoff, with the physical meaning that: For short
wavelengths, the plates are not an obstacle, and consequently, the zero-point
energy is not influenced by their position. To continue, Casimir made the
change of variable u = z?X? /72 in Equation (3.29), which allowed him to
express it as,

2 2
58 = e / (VT a) § (M>d

ki
)1

/ / n2+u f(ﬂ””“) dudn (3.30)

N
w

zkm
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This form was amenable to exploiting the Euler—Maclaurin series,

= > 1 / 1 /1
ZF(n)—/O Flnydn =~ F(0) + 5 F(0) 4 (331)

He then turned Equation (3.30) into Equation (3.31), by making the substitu-
tion w = u + n?, which allowed him to define F'(n) as,

F(n) = /OO w2 f (;’;:) dw (3.32)

From this equation, the derivatives of F'(n) in the Euler-Maclaurin series
were evaluated, to give: F'(n) = —2n?f(n’r/ak,,), so F'(0) = 0, and
F"'(0) = —4. From this, the energy per plate area was found to be,

m2he 1

720 23

Finally, the Casimir force is evaluated as the gradient of the energy in the
inter-plate direction, to give Casimir’s formula,

UCasimir(z) = (3.33)

F,,  mhe 1

A 240 24
Casimir gave this result the following interpretation: “There exists a
force of attraction between two metal plates which is independent of the
material of the plates as long as the distance is so large that for wavelengths
comparable with that distance the penetration depth is small comparable with
that distance. The force may be interpreted as the zero-point pressure of
electromagnetic waves.”
For planar parallel metallic plates with an area A = 1 cm? separated by a
distance z = 0.5 pm, the Casimir force is 2 x 1076V.

(3.34)

3.1.3.2 Lifshitz’ calculation of the casimir force

Lifshitz’ approach was to calculate the molecular forces of attraction between
two parallel solids separated by a medium of length [ [50]. In this context,
the problem could be approached in a purely macroscopic fashion, since the
distance between bodies could be assumed to be large compared to the inter-
atomic distance. The interaction of the bodies is then regarded as occurring
by way of a fluctuating electromagnetic field. This field, in addition to being
always present in the interior of any absorbing medium, also extends beyond
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Figure 3.8 Lifshitz geometry. I and 2 represent solid bodies, 3 represents the medium
between them, and / represents the distance between the bodies.

its boundaries in the form of traveling waves, radiated by the boundaries, and
partially in the form of standing waves which are damped exponentially as
one moves away from the surface of the body (Figure 3.8).

Lifshitz emphasized that this field does not vanish even at absolute zero,
at which point it consists of the zero-point fluctuations of the radiation field.
These facts endowed the analysis with a number of features. Firstly, it lends
validity to the results at all temperatures; secondly, it takes into account
retardation effects, which become prominent for large separation between the
bodies; and thirdly, in the limiting case of rarefied media (bodies), it leads to
the same results obtained by considering the interaction of individual atoms.

The first step in Lifshitz’ calculation was to determine the fluctuating field
[50]. This made use of Rytov’s theory [51], which was based on introducing
into Maxwell’s equations a random field, as “forcing” function. In partic-
ular, according to this theory, in a dielectric, non-magnetic medium, these
equations for a monochromatic field ~ e~*? take the form,

VxE=ilH (3.35)
C
VxH = —i%FE_—i“F (3.36)
C C

where ¢(w) is the complex dielectric constant and K is the random field.
The fundamental characteristic of K is the correlation function between
components of K at two points in space, which is given by Rytov as,

Ki(z,y, 2) K (2, ¢, 2) = A" (w)d(z — 2")o(y — y)o (2 = 2/)  (3.37)
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and ) . .

where T is temperature and ¢” is the imaginary part of €. The link to the
problem geometry is captured by representing the function K (z,y, z) by a
Fourier integral of the form,

K(x,y,z) = / g(k)e'TT cos kyzdk (3.39)

where ¢ is taken as a two-dimensional vector with components &, and k,
so that k2 = k2 + ¢2, and r is the radius vector in the zy plane. In Equa-
tion (3.39), the Fourier coefficient g(k) is given by the correlation function
corresponding to the spatial correlation,

gi(R)gi(F) = 76%6(1%’ — K (3.40)

Having found an explicit form for the random function K, Lifshitz solved
Maxwell’s equations subject to the boundary conditions imposed by the
geometry (Figure 3.8) and then matched the solutions at the interfaces. In
medium 1, the solution was found as,

E, = / {51(/%’) cosk,z + Zl;l(E) sin k‘zz} e dk

—0o0

(o)
+ / i ()T A g (3.41)

—00

and
c [ - -
H, = w/ {(@x a1+ k(7 x by)cosk,z) +i(q x by)
—00
k(7 x @) sink,z}e'TTdk
C S PR
+ < / (7 1 — 51(7 x i) }eF™i7qg (3.42)
w —00
where n is a unit vector in the direction z, and

2
51 = ‘;’—251 pe” (3.43)
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the positive root is taken. The first terms of Equations (3.41) and (3.42)
represent the inhomogeneous solution, that is, due to the forcing function
K, with coefficients given by,

- 1 w? - V. 2 5
ap = o) 2L — (7" Gir) — kzg1.7 (3.44)
o (k-2
“ kz S o
by = ———F——— [1i(d" Gir) + q917] (3.45)
€1 <k‘2 — LCQEl)

where two-dimensional vectors in the zy plane have been given the sub-
script . The second integrals in Equations (3.41) and (3.42) represent the
homogeneous solution to Maxwell’s equations (i.e., X' = 0) and are inter-
preted as describing the plane wave reflected from the boundary of the
medium, with the condition for transversality of these waves given by,

Uiy - q — s1u1z = 0 (3.46)

The solution in medium 2 are identical to those in medium 1, except that they
are “displaced,” by replacing cos k. z, sink,z by cos k,(z — 1), sink,(z — 1)
and changing the sign of s, the reflected waves, which now propagate in the
positive z direction.

The solutions in the space between the bodies, 3, (Figure 3.8) are found
by assuming € = 1 and K = 0 and have the form,

(o]
B3 = / {(Qe?* + b(Qe **} ' T7dq (3.47)
o cfoooo .
Hg:/ {(j'xﬁ—}—ﬁ(ﬁxﬁ)ewz—l—((fxw’)
w —00
—p(7 X u‘)’)e_ipz} ei‘fﬁd(j’

(3.48)

here,
w2

and v and w satisfy the transversality conditions,

Up-q+pvy =0, W -q—pw, (3.50)
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The formulation of the problem is completed by specifying the boundary
conditions as continuity of E and H at the interfaces z = 0 and z = [. At
z = 0, they take the form,

/ arrdk, + U1, = Up + Wy (3.51)

—0o0

0o
/ ((jalz - kzblr)dkz + (Tulz + S1u1z + S1U1y

— 00

= qlos + wr) — o, —w,) (3.52)

At z = [, they take the same form, except that s1, a;, by, v, and w are replaced
by so, ag, by, ve™, and we~"P*, respectively.

Solution of the Maxwell’s equations subject to the boundary and con-
tinuity conditions yields all the field amplitudes, where the quantity ¢ runs
through values from zero to infinity, and is interpreted as corresponding to
undamped plane waves in the region 3, between the two bodies, while p runs
through real values from w/c to zero, and purely imaginary values from zero
to 700, and is interpreted as referring to exponentially damped plane waves.

The force of attraction F between the two bodies is then calculated as the
zz component of the Maxwell stress tensor. This component is expressed as,

° 1 [ (=2 =2 =2 =2
F=| Fudw=— {E3r v HY —Ea — ng} dv  (3.53)
0 47 0 2=0

where the bar over a symbol signifies a statistical averaging to which the
Fourier component g of the random field must be subjected. What follows
in Lifshitz’ derivation is a tour de force in the analytical evaluation of the
integral. After a number of transformations, he manages to express F}, as,

h i (514 P)(52+ D) o ]1
szcothx/ 2d [ e P —1
1w e )P p{ (s1 = p)(52 )

4 [(81 +€1p)(s2 + €2p)

-1
e~ 2wl _ 1] + 1 + c.c. (3.54)
(s1 —e1p)(s2 — e2p)

2

where c.c. means the complex conjugate of the first term, and the integration
over p is to be carried out in the plane of the complex variable p, over the
segment (w/c,0) of the real axis and over the upper half of the imaginary
axis. While the above formula captures the monochromatic Maxwell stress
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tensor Fy,, at any temperature, it is the following 7' = 0 formula that has
become the hallmark of Lifshitz’ calculation [50, 52],

_ h e, [(51 +p)(s2+D) operje }1
F 27T203X/0 /1 23 { (Sl_p)(sz_p)e 1

n [(31 + pe1)(s2 + pe2) o2pel/e _ 1] _1} dpd¢ (3.55)

(81 - p€1)(82 - p€2)

where w = ¢ for imaginary values of w, and €; and &9 are to be taken
as real functions of £1(i§) and e2(i€). This formula makes it possible to
compute the force F' for any separation [ and materials, including dielectrics,
if the functions £(i§) are known for both bodies. This latter function can be

expressed as,
2 [ we'(w)
i—1=2 d 3.56
e(i€) 7r/0 w? + &2 “ (3.56)

The crux of Lifshitz’ approach to the above calculations is the determina-

tion of electromagnetic field between the bodies and the computation of the
corresponding Maxwell stress tensor [50, 52].

3.1.3.3 Casimir force calculation of brown and maclay
Brown and Maclay [53] calculated the Casimir force between two bodies
(conducting parallel plates) by obtaining the stress—energy tensor 7" (z)
from the definition,

1,0

Qv — 1; AT Qv
T(z) = lim <1+45 (%A)T (z,¢) (3.57)

where

TH (z,e) = Fr <x + ;€> FU\ <x - ;)

1 1 1
—Zg‘“’F’\k <x + 2) Fp (m — 2) (3.58)

is the quantum electrodynamic stress tensor. In particular, the stress—energy
tensor was defined so that infinite quantities never appeared, and it was
explicitly computed with the aid of an image-source construction of the
Green’s function.
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Considering first the situation at zero temperature, the Green’s function
was constructed with an infinite sequence of current-pulse image sources
displaced along the z-axis, but which exist at a common infinitesimal time
duration. Due to the special symmetry of the parallel-plate geometry, which
has pairs of sources at equal distances from a given plate, no retardation was
required for their radiation pulses to reach the plates simultaneously. The
constructed Green’s function is,

G (a,a!) = (T (F* () FX () )

oo
= JHviAr Z Dy (z — 2’ — 2alz) — ane

l=—00
o0
> Dy(x—7 —2al2) (3.59)
l=—00
where ¥ = (0,0,0,1) is a four vector and ¢g"” is the metric tensor with
signature, (—1,1,1,1),
DHYM (g — ') = d"ARD (x — ) (3.60)
d,uv;)\n _ 8“8/)\91”{ o ava’)\gun + 81]6%9“)\ _ a,ua’ngv)\
3.61)
and the zero-mass propagator is given by,
dk 1 g i1
D _ = ikr—ilk||¢t] _ v 3.62
+@) Z/(27r)3 20k propoRES A

Each term in the sum corresponds to a particular reflection of the original
source pulse by one of the plates, and since an infinite number of such
reflections is possible, the sums contain an infinite number of image terms.
Then, the stress tensor is given by,

. 1
(TH) = (=))GHN"N(z, @) — Zg““(—i)GM;M(ww)
) (3.63)
=—0"0" Y (—i)Dy(z— 2’ — 2alZ)|.—
l=—00
where according to Equation (3.63), it is implicit that the vacuum contribution
to the Green’s function is omitted, so that the value [ = 0 is excluded from
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the sum. It turns out that due to the massless nature of the photon, the theory
contains no intrinsic unit of length and is invariant under scale transforma-
tion of the electromagnetic field strength. Consequently, this invariance is
manifested in the vanishing of the trace of the stress—energy tensor, that is,

T[j(z) =0 (3.64)
Under these circumstances, Brown and Maclay [53] find that,
1
(TH) 1y = <4g/w — 2%”) (hic/at)y (3.65)
in which -y is a pure number, with numerical value,
1 & 1 2
==Y I =_—(4) = — 3.66
7T on2 ; 272 = 150 (3.66)
This results in the energy density between the plates,
1 2 he
T = —=(he/a* )y =— | — ) - [ = 3.67
(T 0y = =5 (he/a”)y (72()) <a4> (3.67)
and the pressure between the plates as,
3 2 he
T3y = —=(he/a)y=—(— ) - | = 3.68
T = jelaty =~ (55) (%) e

which is the Casimir force result.

3.1.3.4 Casimir force calculations for arbitrary geometries

Due to its impact in a wide variety of devices, there is a strong interest in
schemes for computing Casimir forces in systems with arbitrary geometries.
This was the aim of the works advanced by Emig et al. [54], Milton and
Wagner [55], Reid et al. [56], Rodriguez et al. [57], McCauley et al. [58], and
Babington and Scheel [59].

3.1.3.4.1 Computing the casimir energy based on multipole
interactions

The multipole expansion approach has been recently applied by Emig

et al. [54], as an exact way for computing the Casimir energy between

arbitrary compact objects, either dielectrics or perfect conductors. The devel-

opment, which is not new, as indicated by Milton and Wagner [55], entailed
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computing the energy as an interaction between multipoles generated by
quantum current fluctuations. In particular, the objects’ shape and compo-
sition was captured only through their scattering matrices. In this context, the
Casimir energy was given by [54],
he / & —277+l
EF=— drlogdet(I —UT°U"T") (3.69)
2 Jq

in terms of universal matrices U~ and U™, representing the interaction
between multipoles, and T-matrices, related to the scattering matrices of the
objects 1 and 2 and capturing their shape and material properties. Examples
of the Casimir energy between two dielectric spheres and the full interaction
at all separations for perfectly conducting spheres were given. In principle,
the method was claimed to be applicable to dielectric objects of any shape,
whose T matrix can be obtained by integrating the standard vector solutions
of the Helmholtz equation in dielectric media over the object’s surface. In
addition, both the analytical and numerical results that are available for many
shapes can be exploited.

An efficient algorithm, following the approach being discussed, was
recently applied to perfectly conducting non-spheroidal, non-axisymmetric
objects and objects with sharp corners [56]. The algorithm departs from,

_ he [ Z(K)
E = o ; dr log 7o () (3.70)
with,
_ / DJ(@)e- WD Tz [ & T@) Gz ). @) (371

where the functional integration extends over all possible current dis-
tributions J(z) on the surfaces of the objects and where G, =

[1+ 5V eV ‘i{T Iﬂ,‘ is the dyadic Green’s function at frequency iw =
CK. ZOo is Z computed with all objects removed to infinite separation [55].
A computationally tractable version of Equation (3.71) was developed by
expressing the current distribution in a discrete basis, J(Z) = 3 Jim fim (Z).
where ¢ = 1,..., Ny ranges over the objects in the geometry and m =
1,..., N; ranges over a set of N; expansion functions defined for the ith
object. This resulted in the below equation,

detM (k)
E= +/ dr log dtM ) 3.72)
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where the matrix elements of M(k) are the interactions between the basic
functions,

Map(k) = / / fo - Gy - fpdZd7 (3.73)
The z-directed Casimir force on the ith object is given by [56],

he [ 0 detM (k)
Foi=—oo [ dim—ln—
’ 2 Jo Kazi " det Moo (k)

(3.74)
3.1.3.4.2 Computing the casimir force using finite-difference
time-domain techniques

For engineering applications, techniques that are familiar to the engineering
community are essential. This is the case of a method recently introduced by
Rodriguez et al. [57, 58] to compute Casimir forces in arbitrary geometries
and for arbitrary materials based on the FDTD approach. This method cap-
tures the time evolution of electric and magnetic fields in response to a set of
current sources in a modified medium with frequency-independent conduc-
tivity. In contrast to the above method, this approach has the advantage that it
allows the exploitation of existing FDTD software, without modification, to
compute Casimir forces.

The method exploits the fact that the Casimir force on a body enclosed by
any closed surface S can be expressed [60] as an integral over S of the mean
electromagnetic stress tensor (7;,(7, w)), where r denotes spatial position
and w frequency. The electromagnetic stress tensor, in turn, is related to
the Casimir force by Ref. [57]. The details of the numerical algorithm for
computing the Casimir force, rather convoluted, are given by,

F; = / ~ dw }1{ D (Ty5(F,w))dS; (3.75)
0 S
J

where 7 is the direction of the force. To compute the stress tensor, it is
expressed in terms of the correlation functions (F;(7,w)E;(7,w)) and
(Hi(F,w)H; (", w)) by,

(7)) = ) [<Hi<f>Hj<f>>w ~ 5% Z<Hk<f>Hk<f>>w]

k

+e(r,w)

(B B3 — 00 Z<Ek<f>Ek<f>>w]
* (3.76)



34 Understanding MEMS/NEMS Device Physics

Expressing both the electric and magnetic field correlation functions as
derivatives of a vector potential operator A” (7, w), defined as,

Ei(Fw) = —iwAP(F,w) (3.77)
pH;(Fw) = (Vx)i; A (F,w) (3.78)

in which the superscript indicates that E is obtained as a time-derivative of
A, it is possible to exploit the fluctuation—dissipation theorem to relate the
correlation function of AF to the photon Green’s function Gg- (w; 7, 7"), as,

h
(AF(Fw) AP (7 w)) = —=Im G (w, 7,7 (3.79)
s
In Equation (3.79), Gg(w,f’, ') represents the vector potential A{E in

response to an electric dipole current J along the €; direction, which is
obtained from the solution to the equation,

V x V x —wle(Fw)| GE(w; 7, 7') = 0(F —7')e;  (3.80)

1
p(r,w) ’
Once Gg is obtained, Equations (3.77) and (3.78) are combined with Equa-
tion (3.79) to express the field correlation functions at points r and r’ in terms

of the photo Green’s function, to obtain,

h
(Ei(F,w)E; (7 w)) = “w? Im GiEj(w,'F’, 7' (3.81)
T
as expressed in Ref. [57]. The approach, once implemented, has been applied
to a number of unusual geometries (Figure 3.9).

3.1.3.4.3 Computing the casimir force using the framework
of macroscopic quantum electrodynamics

Since it is expected that future nanoelectromechanical quantum circuits and
systems will exploit economies of scale, that is, to be dense systems, it is
essential to develop approaches to computing the Casimir force in the context
of configurations of multiple objects. This, in fact, was the aim of a recently
presented approach by Babington and Scheel [59], where they developed an
expression for the general Casimir force in an N-sphere system (Figure 3.10).

The approach employed the canonical stress tensor to calculate the resul-
tant force on one of the spheres in the configuration. The stress—energy tensor



3.1 Actuation 35

‘T

vacuum

(2)

(©
Figure 3.9 Nontrivial geometries for which Casimir forces were calculated using the

FDTD method. (a) Parallel cylinders, (b) long silicon waveguides suspended in air, and
(c) cylindrically symmetric piston.

utilized was the standard vacuum expression (which is consistent with the
Lorentz force law), given by [59],

Tij(z) = Ei(2) Ej(x) + Bi(z) Bj(x) — %5@' (IE@)P +|B(@)]?) (3.82)

where it is assumed that the following limits for the initial and final points are
being taken,

lim E(z1)E(z2) = E(x2)E(x2) (3.83)

T1—T2
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Sphere 3
r[2.3] 3,

Sphere 2

Sphere 1

Figure 3.10 The N-Sphere system consists of N dielectric spheres of radii R[1], ..., R[N]

each centered on NV separate coordinate systems > 1,..., > N, all contained in a background
dielectric.
lim B(x1)B(z2) = B(z2)B(z2) (3.84)
Tr1—T2

from which the scattering correlation functions for the electric field are
evaluated as,

o0
1@&@@@:/dmwwwmwQ%Ww (3.85)
Yy—z 0

and similarly for magnetic fields. The force on sphere 1, exerted by the other
N — 1 spheres, is then given by,

EMN—U—/d%%%@) (3.86)
B2

where the volume B? is the ball that has the two-dimensional sphere as its
boundary.

In calculating Equation (3.86), a multiple scattering approach was used
to determine the fields on the sphere where the force was being determined,
as a function of the scattered fields in all the other spheres. This entailed
constructing the scattering two-point function by writing the fields in a mode
decomposition of spherical vector wave functions, in which the “in” and
“internal” states are regular at the ith-sphere origin, while the “out” states
are outgoing modes falling off at infinity. In particular, they are eigenfunction
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modes with respect to the ith-sphere of the radial eigenfunctions, represented
by spherical Bessel and Hankel functions. The approach was demonstrated
by evaluating the Casimir force between two and three spheres at zero and
finite temperature.

3.1.3.5 Corrections to ideal casimir force derivation

In practice, of course, the shape of material bodies may neither be cubical nor
be perfectly smooth, and their conductivity is not infinite. Therefore, many
corrections for the Casimir force, derived from experiments that measure it
under various conditions, such as effecting normal displacement between a
sphere and a smooth planar metal and between parallel metallic surfaces, as
well as, effecting lateral displacement between a sphere and a sinusoidally
corrugated surface, have been performed [39-43].

Corrections to the ideal expression (Equation 3.28) have been introduced
to account for certain deviations. For example, for the sphere-plate geometry,
the zero-temperature Casimir force is given by,

3
FCO'as,Sphere—Plate(Z) = _;—ﬁ g (387)
where R is the radius of curvature of the spherical surface.

Similarly, to include the finite conductivity of the metallic boundaries,
two approaches have been advanced. In the first one, the force is modified as
[44, 45],

72 c \?
FY%7 (2) = F2 14—+ =2 (=5 3.88
Cas(z) Cas_Sphere—Plate (Z) 2wy + 5 2wy ( )
where w), is the metal plasma frequency [46]. In the second one, obtained by
Lifshitz [47], the correction is ingrained in the derivation of the Casimir force
and is given by,

- Rh z oo o0
R =~ o [ [T g

[(Hp)z ez 1}—1 (3.89)

G-p2€ °

(s+pe)? 2wz -1
+ [(S*p&)Qe c - 1]

where s = /e —1+p%e(if) = 1+ 2 [ 22,1?2) dw is the dielectric
constant of the metal, £’ is the imaginary component of ¢, and £ is the
imaginary frequency given by w = €.
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Corrections due to nonzero temperature yield [28],

720
Fgas(z) = FCO’as( ) |:1 + f(():| (390)
where ( = kpTz/hc,kr is the Boltzmann constant, 7" is the absolute
temperature, and
(¢3/2m)9(3) — (¢*n?/45), for (<1/2
fQ) = {(C/&r) 9(3) — (72/720), for ¢ >1/2 (391)

with ¥(3) = 1.202.. . ..

Roy and Mohideen [48] included the effects of surface roughness, which
changes the surface separation, by replacing the flat plate with a spatial
sinusoidal modulation of period A, and the energy averaged over the size of
the plates, L, to obtain,

2 m2he 1 A\™
- Asin ZEYN Tl v (2 92
<U(;aszmw <z—|— sin 3 >> 750 23 a C <z> (3.92)

where A is the corrugation amplitude. The corresponding Casimir force is
given by the so-called force proximity theorem [49] relating the parallel-plate
geometry and the sphere-plate geometry,

FCas,Roughness = 27TR<UCas,Roughness> (393)

For A <« L and z + z9 > A, where z is the average surface separation after
contact due to stochastic roughness of the metal coating, they suggest the
following coefficients in Equation (3.92): Cyp = 1,Cy = 3,Cy = 45/8,Cs =
35/4. A more accurate and general model for stochastic surface roughness,
advanced by Harris et al. [36], includes the effects of surface roughness, by
replacing the flat plate with the mean stochastic roughness amplitude A, to

obtain,
A\ 2
146 ()
z

where A is derived from direct measurements via an atomic force microscope
(AFM).

Flas(2) = Fuu(2) (3.94)

3.1.4 Radiation Pressure Actuation

As is well known, electromagnetic (EM) radiation carries energy as it propa-
gates [17]. In particular, the energy flux Watts/m? transported by an EM wave
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propagating in free space is given by the Poynting vector (Equation 3.95),
1
Ho

S==-ExB (3.95)
where E and B are the instantaneous electric and magnetic field vectors,
respectively, and p is the permeability of free space. The portion of this
energy, U, that is totally absorbed by an object on which the wave impinges,
exerts a pressure on the object, called radiation pressure, manifested as the
transfer of a momentum of magnitude, p, given by [17].

p=— (3.96)
c
where c is the speed of light. This momentum is experienced by the object
in the direction of the incident light beam. On the other extreme, when the
light is totally reflected by the object, the amount of momentum exerted on
the object is twice that given in Equation (3.96) [17].
A planar mirror, with 100% reflection, having an area A = 1 cm?, and on
which a parallel light beam with an energy flux S = 5 Watts/cm? impinges
for a period ¢ of 1 hour, will reflect an energy given by,

U = (5 Watts/cm?) x (1 cm?) x (3600 sec) = 1.8 x 10* Joules  (3.97)
and experience a momentum given by,

2U 2 x 1.8 x 10* Joules
= _ = 1.2 x 10" *kg-m/ 3.98
c 3 x 108 meters/sec % g-mysec ( )

p

This is equal to experiencing an average force,

p 1.2 x 10~ *kg-m/sec .
F = ;= 3600 sec =3.33 x 107°N (3.99)
This force is, clearly, too small to be of noticeable or of consequence to
macroscopic objects, like human beings.
When the light beam’s power impinging upon an object is set to PP, and the
reflection from the object is neither zero nor one, say a quantity, 0 < ¢ < 1,
then the radiation force on the object takes the form [62],

_ 2qP
oc

F (3.100)
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In the context of submicron and atomic scale objects, the radiation pressure-
derived force was employed in 1970 to accelerate and trap atomic parti-
cles [62]. Ashkin, the scientist who performed such experiments for the first
time, was honored with a Nobel Prize in Physics in 2018. Next, we review
some aspects of Ashkin’s original work.

3.1.4.1 Radiation pressure manipulation of particles

An experiment demonstrating the manipulation of spherical transparent latex
particles of diameters 0.59 pm, 1.31pum, and 2.68 pwm, freely suspended in
water, was carried out by Ashkin [62] (Figure 3.11).

The experimental setup (Figure 3.11) utilized as the light source the
TEMgp-mode beam of an argon laser of radius Wy = 6.2 pm and wavelength
A = 0.514 pwm, which was focused horizontally through a glass cell with a
thickness of 120 wm, and manipulated to focus on single particles. Ashkin
observed, in particular, that a beam with milliwatts of power impinging off
center upon a 2.68 pm sphere caused it to be simultaneously drawn into the
beam axis and accelerated in the direction of the light propagation. These
two particle displacements, namely one drawing the particles simultaneously
into the beam axis and along the beam direction of propagation are the result
of forces that derive from the power distribution profile and the refraction
coefficient difference outside and inside the spheres (Figure 3.12). With the
beam maximum power being along the A-axis, the strength of the beam
along a is greater than that along b. Therefore, as seen, the force components
closer to a, namely the deflected light beam forces, F}) and FY, are much
larger than those closer to b, namely the refracted light beam forces, F};L and
FI%. Thus, in terms of vectorial components, it is seen that the vector sum
of F}, and FY in the —r direction adds, thereby pulling the sphere upward
towards the A-axis where the larger part of the light intensity lies. Similarly,
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Figure 3.11 Geometry of glass cell, ¢ = 120 pm, for observing micron particle motions in
a focused laser beam with a microscope M.

Source: Ref. [62].
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Figure 3.12 A dielectric sphere situated off the A-axis of a TEMgp-mode beam and a pair
of symmetric rays a and b. The forces due to a are shown for niy = 1.58 and n1, = 1.33. The
sphere moves toward +z and —r.

Source: Ref. [62].

the +z components of Fg and F,% add, producing an acceleration of the
sphere in the +z direction. On the other hand, the radial force components
inside the sphere, F}% and FQ, accompanying the refracted light tend to
cancel.

As a result of the acceleration experienced by the particles due to the
radiation force, they acquire a velocity v in the water. This velocity is given

by Stokes’ law [51],
2qP
v= (3.101)
3erWin

where 7 is the viscosity of the medium, 7 < Wj. An idea of the magnitude of
v may be obtained by considering a light beam with power P = 19 mW and
beam radius of 6.2 pm, impinging on a sphere of radius 1.34 wm and g =
0.06, submerged in water (n = 10~2P). Then, following Equation (3.101),
one obtains a velocity v = 29 pm/sec.

3.1.4.2 Radiation pressure trapping of particles
The physics described above pertaining to radiation pressure-induced forces
may be exploited to “trap” or suspend particles is a state of zero velocity; this
was the contribution that won Ashkin the Physics Nobel Prize in 2018. He
accomplished this feat by way of the arrangement shown in Figure 3.13.
Ashkin’s reasoning behind his successful experiment was as follows [62]:
“If one has two opposing equal TEMyy Gaussian beams with beam waists
located as shown in Figure 3.10, then a sphere of high index will be in stable
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Laser
Beam 2

Figure 3.13 The trapping of a high index particle in a stable optical well produced by counter
propagating light beams. Observation of the particle through the microscope M verifies its
static nature.

Source: Ref. [62].

equilibrium at the symmetry point as shown (i.e., any displacement gives a
restoring force).” It was observed that particles that drift in the neighborhood
of the beams are drawn in toward the maximum power region and accelerated
to a stable point at which they stop.

It is curious to note that if one of the opposing beams is interrupted, then
the particle moves in the direction of the remaining beam, and that if the
remaining beam is also interrupted or blocked, then the particle moves at
random according to Brownian motion [62].

3.1.4.3 Radiation pressure effect on cantilever beams

The observation of radiation pressure forces on particles is normally ham-
pered by the radiation (laser) power-induced heating of the particles as they
absorb part of the radiation energy [62]. In fact, heating effects, manifested
as a tendency of the particles to move in response to the establishment of a
temperature gradient surrounding them, usually obscures radiation pressure
forces. Ashkin avoided this scenario by utilizing highly transparent particles
in a highly transparent medium, namely water [62].

On the other hand, the effects of radiation-induced heating are more
difficult to counter in the case of a cantilever beam, where the absorbed
optical radiation power may significantly heat up the cantilever beam causing
it to deflect as a result of differential (non-uniform) expansion [18, 63]. This
may be visualized when the radiation force is expressed as,

F = w (3.102)

c
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where Pr and P4 are the reflected and absorbed radiation powers, respec-
tively [63]. In this context, a technique to enhance the beam response to
the optical radiation, which exploits that modulating the optical radiation
at a frequency high enough that it minimizes the heating effects, has been
advanced [63].

For a cantilever beam of length L and spring constant k, with a continuous
laser beam spot impinging at a distance z from the anchor and causing a
reflected power Pr and an absorbed power P4, the resulting displacement at
the beam tip is given by [63],

(2Pr + Pa)(a® — 3a + 3)

57’ad —
3cka(a — 2)?

(3.103)

where « = z/L and c is the speed of light. Under laser beam ampli-
tude modulation conditions, the resulting root-mean-square (RMS) beam tip
displacement is given by [63],

srad  _ 1 (2Pg+ Pa)(a® —3a+3)
RMS ™ 9. /2 3cka(a — 2)?

The properties of radiation pressure-driven cantilever beams have been
studied experimentally by Evans et al. [63] and Ma, Garrett, and Mun-
day [64]. The conceptual setup is captured by the sketch in Figure 3.14. Here,
a laser beam is applied to the lower beam surface (from underneath), and
the deflection of another laser beam impinging on the top beam surface is
measured and processed to extract the oscillation amplitude of the beam. It
is found that the beam vibration spectral density versus frequency depends
on the relationship between the rates at which the beam heats up and cools
off and the modulation frequency of the laser beam inducing the Pr and Py
powers. In particular, with the laser beam off, that is, when the beam is ther-
mally driven (by the ambient temperature), its response amplitude is random
and, therefore, captured by its amplitude spectral density, which shows a peak
at its fundamental mechanical resonance frequency (Figure 3.15).

On the other hand, when the modulated laser drives the cantilever beam,
the response is seen to be as shown in Figure 3.16. Here, at low frequencies,
when the modulation frequency of the laser impinging (heating) the cantilever
and causing it to heat up non-uniformly and deflect is so slow that the
beam has time to heat up and cool down between pulses, the photothermal
amplitude is largest; the beam absorbs maximum heat energy, thus attain-
ing maximum deflection, and releases all of the energy, thus reaching its
equilibrium state.

(3.104)
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Cantilever

Laser

Figure 3.14 Sketch of laser-driven cantilever beam setup.
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Figure 3.15 Amplitude versus frequency response of thermally driven (laser power is off) of
an aluminum-coated silicon cantilever beam in air. The peak occurs at a frequency of 63.6 kHz
with quality factor, @ = 155.

Source: Ref. [63].
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Figure 3.16 Root-mean-square amplitude versus frequency response of laser-driven can-
tilever beam in air.

Source: Ref. [63].
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As the laser modulation frequency increases, a regime is reached in which
the beam does not have the time to absorb all the heat energy; thus, its
maximum deflection amplitude is less than that at low frequencies, nor to
release all the heat energy, so it does not reach equilibrium. This is the
“photon pressure regime.” Then, for further increases in laser modulation
frequency, the beam has no time to absorb heat energy, and its displacement is
entirely driven by the radiation pressure, that is, there is no contribution from
the laser-induced heating deformation. In this regime, the cantilever beam
temperature is constant. At still higher frequencies, the effect of the ambient
(thermally driven) mechanical resonance begins to appear, and the modulated
laser drive effect is also negligible.

The time-dependent relation between the rate of heating/cooling of the
cantilever beam and the modulation rate of the laser beam (Figure 3.16) is
clearly a low-pass one, captured by a time constant, 7, so that one can express
the frequency dependence of the radiation force as [64],

£(0)
Flw)=—F"— 3.105
@ =G5 wn (5.105)
and the overall cantilever beam amplitude as,
Opp + 0t (0) /(1 44
57”ad(w) — P + Pt( )/( + ZWT) (3106)

. 2

wr [ w
1+ wo@ (wo)
where wq and () represent the fundamental mechanical resonance frequency
and quality factor.

3.2 Mechanical Vibration

Examination of the cantilever beam of Figure 3.4 under distributed elec-
trostatic load conditions reveals its similarity to a springboard. Having the
highest load concentration at its tip, one would intuitively expect that the
sudden application or removal of the load would lead to mechanical vibra-
tion of the beam. Indeed, a mechanical system can, in general, vibrate in n
number of modes (geometrical configuration deformations), according to the
degrees of freedom it possesses [18].

The degree of freedom of a mechanical system is given by the number
of parameters required to specify its position. A springboard, for instance,
constrained to move up and down in the z direction has one degree of
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freedom; a rock sliding across the ice sheet in a curling game has three
degrees of freedom, namely the x- and y-displacements of its center of mass
and the angle of rotation about its center of gravity; and a basketball en-route
to the hoop has six degrees of freedom, namely the x-, y-, and z-displacements
of the center of mass and three rotations.

Knowing the number of degrees of freedom of a mechanical system
is important because, in analogy with the familiar first- and second-order
RL/RC, and RLC circuits of circuit theory [18], they determine how the sys-
tem responds to an excitation. In particular, normally the goal of the excitation
is to couple energy to a particular degree of freedom to produce motion in a
particular mode of vibration and not to others. Thus, determining the various
vibration modes of a system enables one to modify its architecture so as to
diminish or suppress excitation energy coupling to undesirable modes.

In general, mechanical systems may be described by a first-, second-,
or nth-order differential equation, depending on whether they are a first-,
second-, or nth-degree system, respectively. As it turns out, the higher the
number of degrees of freedom of a system, the more complicated it becomes
to solve exactly the differential equations describing their motion. Therefore,
systems have been classified as few-degrees-of-freedom and many-degrees-
of-freedom, with simple exact analysis techniques developed for the former,
while specialized approximate techniques are applied to the latter. As a matter
of fact, computer-aided numerical techniques implemented in commercial
software tools have been developed to analyze general mechanical systems.

Some intuition regarding the relation between structural features, that is,
material properties and geometry of a system, may be obtained from simple
and approximate analytical analyses of these systems. We next treat tech-
niques for the analysis of a single-degree-of-freedom system and introduce
the Rayleigh Quotient technique, developed for analyzing a many-degree-of-
freedom system [18].

3.2.1 The Single-Degree-of-Freedom System

For a single-degree-of-freedom mechanical system such as a cantilever beam,
the response to an external excitation force is characterized by three param-
eters, namely its mass, M; its stiffness, denoted by the “spring constant”
K; and its damping constant, D. In the most simple case, the response is
given by the solution to Newton’s second law, force = mass X acceleration.
Assuming the displacement in the vertical direction is along the z-axis,
and neglecting the gravitational acceleration, if an external z-directed force
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F'sin wt is applied, the equation of motion of the beam takes the form,

d?z dz

M dt? +D dt
where ¢ denotes the time. This equation states that the z-directed motion
excited by an applied force, F'sinwt, is the result of the balance between
the applied force, and the resultant of the impulsive motion, Md?z/dt?, the
viscous damping force experienced by the system once it starts to develop
a speed, Ddz/dt, and the “spring” force Kz, which attempts to return the
system to its equilibrium position. The four terms in Equation (3.107) denote
the force of inertia, the damping force, the spring force, and the external force.
Equation (3.107) is a second-order linear differential equation with familiar
solutions [18]. If the damping can be neglected and the system is unforced,
then Equation (3.107) takes the form,

+ Kz = Fsinwt (3.107)

d?z
M@—FKZ:O (3.108)
or 9
d=z K

whose most general solution is,

| K K
z = Asint M—FBcost i (3.110)

where A and B are arbitrary constants. Equation (3.110) embodies the time
evolution of the beam’s spatial shape under undamped conditions, one cycle
of which occurs when w,, = /K /M, the so-called natural circular frequency
varies through 360° or 27 radians [18]. The natural angular frequency, f,, is,

. 1 [K
f, =2 =2 (3.111)

C2r 2V M
and is measured in cycles per second (Hz). The physical interpretation of this
frequency is that it captures the fact that, left to itself, a system possessing
mass M and spring constant K will vibrate in response to the force exerted
by its own mass. Since no external force is required in order to excite these
vibrations, they are referred to as free vibrations. This frequency, as will
be shown later, is related to the lowest excitation frequency at which the
vibration amplitude of the cantilever beam peaks.
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(a) (b)

Figure 3.17 Shape of the first four vibration modes of cantilever: (a) Supported on the left
and free on the right end. (b) Supported on both left and right ends. Lowest mode shape
pictured at the top of the figure.

In general, a mechanical structure has the capability of vibrating at an
infinity of frequencies. The sketch of Figure 3.17 depicts the first four modes
of vibration of a cantilever beam. In practice, constraints may be introduced
to suppress undesired modes.

3.2.2 The Many-Degree-of-Freedom System

Determining the frequencies of the modes at which a many-degree-of-
freedom system vibrates, for example, the interdigitated comb-drive capaci-
tor, from the nth-order differential equation describing their motion is usually
virtually impossible due to the level of complexity that arises. In such cases,
the so-called method of Rayleigh is employed [18].

In the Rayleigh method, instead of solving the equation of motion to
determine the configuration adopted by the system at a vibration mode, an
equation for the vibration mode is assumed. The vibration frequency then can
be calculated in a direct manner from an energy consideration [18]. In partic-
ular, as basic mechanics teaches, the kinetic and potential (elastic) energies of
a mechanical system oscillate back and forth between them, with the rate at
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which this energy oscillation occurs being equal to the vibration frequency of
the given mode. In this process, in the middle of the motion, when the system
passes through its equilibrium configuration, the kinetic energy is maximum
and the potential energy is minimum, but when either extreme position is
reached, there is zero kinetic energy and maximum potential energy. In this
state, the beam is storing all the energy as elastic tension. At any position
between the middle and the extreme, both elastic energy and kinetic energy
are present, adding in fact to a constant sum if the system is isolated. The
vibration or resonance frequency is obtained by equating the kinetic energy
in the middle of a vibration to the elastic energy in an extreme position. First,
the energies are calculated as follows.

Upon reaching the peak displacement, 2y, the potential or elastic energy
due to the spring force is [ K2z'd2’ = K2z?/2. Then, at any instant of
time, the kinetic energy is mwv?/2. If we assume that the motion is given
by 2z = zg sinwt, then the corresponding velocity is v = zpw cos wt. On the
other hand, the potential energy at the peak displacement is K zg /2, and the
kinetic energy in the equilibrium position, where the velocity is maximum, is
1/2mo2 . = 1/2mw?23.

Equating energies we have,

%Kzg = %mwQZg (3.112)

from which w? = K/M, independent from the amplitude zo. In this way,

the lowest or fundamental frequency is given by the so-called Rayleigh’s
Quotient,

o 1/2K28  Viax

- 1/2mz§ " Toax

(3.113)

3.2.3 Rayleigh’s Method

Rayleigh’s Quotient was derived based on the motion of a beam’s tip. The
method of Rayleigh generalizes the above procedure to determine the lowest
or fundamental frequency of vibration for a general system that possesses
distributed mass and flexibility [18]. The governing equation of the structure
is given by,

E164u(2, t) I 0?u(z,t)

024 ot?

where F, I, and |11 are the modulus of elasticity, the moment of inertia, and
the mass per unit length, respectively; u(z, t) is the geometrical deformation

(3.114)
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of the structure under vibration; and ¢ is the time. The method relies on assum-
ing the shape for the first normal elastic curve for the mechanical deformation
corresponding to the maximum displacement of the vibration. We assume
that the geometrical deformation of the structure under vibration, u(z,t), is
separable into a product of independent spatial and temporal functions, U (z)
and f(t), respectively. Then, with the continuum vibration given by [18],

u(z,t) =U(z)f(t) (3.115)
a continuum velocity given by

w(z,t) = U(z)f(t) (3.116)
and a continuum potential given by

Ou(z,t)  0U(z)
dz 0z

substituting the above equations into Equation (3.117), we obtain,

£(2) (3.117)

0°U () 2
EIW = mwU(z) (3.118)
and the corresponding potential energy V and kinetic energy T are given by
1 (L ToU(z) 2
== ET t)| d 3.11
v=y [ B[ 5 s0] e (3.119)
and
1 rL )
T= 2/ M(z) [U(z)f(t)} dz (3.120)
0

where M (z) is the distributed mass. The Rayleigh’s quotient is then given by,

w? = Jo Bt [8%7%2(& (3.121)
M) [U)* dz '

An application of this procedure may be done as follows. We assume the
spatial profile of the continuum vibration to be given by the curve,

U(z) = 2 (1 — cos %) (3.122)



3.3 Thermal Noise in MEMS/NEMS 51

Substituting Equation (3.122) into Equation (3.121), we obtain,

2 — = 641° 3.123
ST T MeUePe mar@-n o O

or

= = — (3.124)

where 111 is the mass density per unit length.

Thus, the method of Rayleigh embodies an approximate way for estimat-
ing the frequency of the first mode of vibration of a system, based on an
assumed motion. Whenever the assumed happens to exact, then the method
gives the exact solution for the natural frequency. On the other hand, the
assumption of a constant mass, M, and a motion given by z = zpsinwt
results in a Rayleigh quotient equal to w? = K /M, which is identical to
Equation (3.111).

3.3 Thermal Noise in MEMS/NEMS

While the natural frequencies of vibration of a mechanical structure are
elicited spontaneously by their own weight and give rise to the pristine
geometrical shapes characteristic of every mode, in reality there are two other
sources that induce vibration. These are [65] (i) intrinsic or dissipative noise,
which is driven by internal fluctuations due to the structure’s temperature;
and (ii) extrinsic or non-dissipative noise, which arises when the fluctuations
are driven by externally imposed temperature variations such as in the laser-
driven cantilever beam previously discussed. Next, following Ref. [66], we
expose the fundamental origin of the intrinsic or dissipative noise.

3.3.1 Fundamental Origin of Intrinsic Noise [66]

As is well known, microscopic particles immersed in a fluid held at a finite
temperature will exhibit a random motion, denoted as Brownian motion,
which is due to collisions with the randomly moving atoms and molecules
making up the fluid. In particular, since the motion of the atoms and
molecules obeys kinetic theory, the average translational energy of each
particle equals %k BT, in accord with the equipartition of energy [67].
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Similarly, the atoms in a solid (e.g., a cantilever beam held at a finite
temperature) experience a random motion [46]. This random motion has a
certain frequency distribution which, thus, alters the fundamental vibration
frequencies derived in the previous sections. In addition, in applications
where the cantilever beam is part of, for example, a tuning capacitor, the
random motion will manifest as a random variation in the capacitance which,
in turn, will manifest as a random variation in the frequency it is attempting to
set up. The question, then, is: What is the amplitude and frequency spectrum
of this random vibration due to a finite temperature and how is it related to the
beam properties? The answer to that question, encapsulated in the so-called
Sfluctuation-dissipation theorem, was derived in 1951 by Callen and Welton
and will be discussed subsequently.

We begin by stating the following preliminaries:

(1) A system in a quantum state with wave function ¥,, has an energy F,,.
(2) The probability that a system at a temperature T occupies an energy F,,
is given by the Boltzmann factor,

En

P, =¢ FBT (3.125)

(3) The probabilities of occupancy of the energy levels E,, F,, + hw, and
E,, — hw are related by the weighting factor f(F) such that,

JBntho)  f(En) _ i (3.126)

f (En) f (En — hw )
(4) The density of states as a function of energy is denoted by p(F) such
that the number of quantum states between the energy E and the energy
E + §E, in the neighborhood of F, is p(E)JE.
(5) A system at an energy state £, may effect a transition to an energy level
E,, + hw if it absorbs an energy fw, and may effect a transition to an
energy level E,, — hw if it emits an energy hw.

At any given time, the occupancy of the energy level E, is a result of the
net transition rate.

Now, if the system is unperturbed, the stationary wave functions W,, are
the solution to the Schrédinger equation,

HyY, =E,¥, (3.127)

where Hj, assumed to be a function of position q1, ... qx ... and momenta
Pls-- Pk - - ., is the unperturbed Hamiltonian. However, when the system
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is perturbed by, say, a disturbance Q(q1,...q%---,P1,---,Dk-- - ), then its
Hamiltonian is given by,

H:Ho(...pk...qk...>—i—VQ(...pk...qk...) (3.128)
where V', which may be expressed by,
V = Vysinwt (3.129)

is a function of time that captures the instantaneous magnitude of the pertur-
bation. Under a perturbation, the wave function of the system W(¢) is given
as a linear combination of the stationary wave functions ¥,, [68],

V()= an®)¥, = an() ¥ (q)e (3.130)

where the coefficients a,(t) are obtained by integrating the time-dependent
Schrodinger equation,

ov
HY =ih— 3.131
o ( )
or
. OV
HoV + VysinwtQV = zha (3.132)
Suppose we express Equation (3.132) as,
ov
[Hy 4+ Ug|¥ = iha (3.133)
with ,
ezwt _ e—zwt
Us(q,t) = Vpsinwt@ = VpQ [2@} (3.134)

embodying the perturbing “scattering” potential Ug that causes the system to
transition from the state n to the state n’. Then, assuming that at the initial
time, ¢ = 0, the system is in state n, so that a,,(¢ = 0) = 1, and the state n' is
unoccupied, so that a,(t = 0) = 0, the probability of the n — n’ transition
is given by,
Pn —n' = lim |a,(t)| (3.135)
t—00

and the transition rate is given by,
. 2
lim |a,(t)]

Rn —n = H@% (3.136)
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Now, to find a, (i) one substitutes Equation (3.130) into Equation (3.133),
which results in,

Us Y an(t) e —iEpt mzaan —ifp (3.137)

/f
Then, multiplying by \I/O, e ~h, integrating, and making use of orthogonality
of the wave functions, one obtains,

E 1 —Enlt
aa” Z Hyman(t)et "7 (3.138)
where oo
Hun(t) = [ 95 (0)Us(a.0 %8 0)dg (3.139)

is the matrix element of the perturbation potential that causes the system to
transition from state n to state n’.

To proceed, Equation (3.138) may be reduced to one term if one assumes
that a,,(t = 0) = 1 and the occupancy of all other states is negligible. Then,
we have the so-called Born approximation,

aan, (B, —Enlt

ih 5 = w nGn(t)e' ™ (3.140)

which can be solved by integrating, to obtain,

[E i En]t’
py / Hynl( e (3.141)
~ih

+o00 wt eiwt
Hyn(t) = / 00 (9)VoQ(q) [ezz] 0 (q)dg

2i Jooo " (3.142)
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Now, substituting Equation (3.142) back into Equation (3.141), we obtain,

1 t . [En/ —En]t/
ay (t) = - Hy(t)e— 7 dt
t Jo
1 [t : A (B, —En]t'
= 71 [Hn/nezwt _ Hn/ne—zwt]ezf dt/
e Jo
1 t (B, —En+hw]t/ B, — En—hwlt! , (3.143)
= % Hn/nelf — n/nelf dt
0
1 i Bt =Bt helt 11 ; Bt = Bn—helt |
e h — e R —
h hi
which, defining,
A" =FEy — (Bp — Tw) (3.144)
and
AT =E, — (B, + hw) (3.145)
allows us to express,
_ +
1 P | 1 St 1
an (t) = — Hpym—73—— — — Hyn—3x7 (3.146)
ih i ih lT
as
—t At:
1 e n —1 1 e R 1
an (t) = %Hn’n A= - EHn nT AT
h h
1H IATE emm;t—e ZAznt
= n'n€ 2 A=
125
1 4 'LAjt zAZt
ATt e 2h — e 2
— —Hppe 2 (3.147)
VA
h 125~
(At
1 AT sm( 2h )
an (t) = g nin€ 2R A t
2h
: Att
1 _iaty S (Th)
~ gplme
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Then, the transition rate,

lim 2R
lim |a_,(t )|2 i—oo |ih %
R tox _ ]
¢ t (3.148)
s (5]
. 9 2h
tllglo [ Hm| At

h2t

Since the (sin(x)/x)? or sinc(x) function is tall and narrow, it may be used
to represent the Dirac delta function, that is,

At
5(A) = (SmA(ff)> (3.149)

2h

if the area of the expression on the left-hand side of the equality sign is equal
to the area of the expression on the right-hand side. This will occur if,

+°° oo sm ?
/ A)dA = / dA (3.150)
Transforming variables on the right we have,
At 2h 2h
a= ——)—a—A%—da—dA (3.151)
2h t
so, the integral becomes,
400 2 400 : 2 9
/ S(A)dA = th/ [Sm(o‘)] do = ? (3.152)
—00 —00 «

since the integral of the squared sinc(«) function is 7. So, we have,

) 2
/+OO lsm(%t)] A — 2Th (3.153)

—00
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Thus, replacing the squared sinc function by,

AR 2
sin (57 2hm
( A(t%)) = =0(4) (3.154)
2h
we have,
Hyn|? 2m5(A)2 2n
R — Hul = Ol 2 HnP6( B — (B~ ) (.155)
and similarly,
2
Rt = %]Hn,n\zd(En/ — (Bn + hw)) (3.156)
Now, with,
Vi +o0o . Vo—
Hon =5 [ W@Q@YA (0 = 570 (3157
we have,
_ 2n |[Vos | _ Ve 2
R %Q‘ (B — (Bn — 1)) = SO [Q (B — (B — )

(3.158)
This is the rate at which the system transitions from an energy state F,, to a
lower energy state F,» = FE,, — hw by emitting an energy hw. If the energy
states are infinitesimally close,

V¢ = 2
R™ = - (B = hw|Q| En)|” p(Ep — hw) (3.159)
and, similarly, for the rate of absorption of an energy Aw, we have,
1% —
R" = 28 By + hw [Q] Bu)| pl(Bn + ) (3.160)

Since the system’s energy increases or decreases depending on whether the
energy hw is absorbed or emitted, respectively, the net energy absorbed by
the system per unit time, that is, the power dissipated by it is,

7TV02w
2

(B — 1 [Q) En)|” pl(Br — 1))

net = hw(RT — R™) =

(1480 + o [@] Ea)? p(En + )

(3.161)
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In a real system, the likelihood that a state is occupied diminishes at higher
energies. To take this into account, the above equation is multiplied by f(FE)
to give the actual power dissipated,

7rV02w
2

P =00 N ([(Ba + o [@Q] Bl p(En + hw)

n (3.162)
- {<En — hw ‘@‘ En>{2 p(En - ﬁw)) ' f(En)

As usual [68], the evaluation of summation over n may be replaced with
integration. Doing so, we have,

/OO (102 + h @] 2)* p(E + )
0 (3.163)

~ (B = 1w |Q| B)* p(E ~ hw)) - p(B) f(E)dE

In this way, Callen and Welton showed that the application of a periodic
perturbation to a system results in a dissipation that is quadratic in the
perturbation.

Now, to relate the dissipation to a property of the system, one posits
the applicability of the well-known fact that if the perturbation is small, the
response is proportional to a linear function of it. In particular, the response

Q (current) to an applied force V (voltage) may be expressed by,

V= Z(w)Q (3.164)

that is, Ohm’s law. This may be related to the instantaneously dissipated

power using,
-~ R
P=VQ — (3.165)
|1Z]
that is, the real instantaneous power dissipated is the product of the voltage
and current with the fraction of the impedance that is resistive R/|Z|. On the

other hand, the average power dissipated is given by,

— ) A 1 [T Vj sin wt
P=Rel{—= | V.-Qdt}=Re!l= [ Vysinwt - ——dt
{T/o Q} {T/o bsinwt ) }
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VO2 T ) VOQ T ) 1
= tdt p = — tdt - —_—
Re{TZ(w)/O sin” w /0 sin” w Re Z()

= Vj . Re{ 1 : Z*(W)} %2 P RG{Z*(W)}

T\ 2w 2w ] T 20Z(Ww)]
_ Y% R
T |ZWw)P
(3.166)
Equating Equation (3.166) with Equation (3.163) we obtain,
2 2 00
Yo _i2 = ”VU“/ <\<E+M\@\E}\2p(E+hw)
2 14 2 0 (3.167)
— 2
~ (B~ 1w Q| B)[* p(E — w)) - p(E) [ (E)dE
and, consequently,
121 0 (3.168)

~ (B = 1 [Q| B)[* p(E ~ w)) - p(B) [ (E)AE

Next, we expose the fluctuation part of the theorem.

In this case, instead of the system experiencing a response @ as a result
of the applied force, V, it is assumed that the system is not subject to any
externally applied force, but that despite being in equilibrium, it experiences

a spontaneously fluctuating force that causes (Q)) = 0, but <@2> # 0; the
consequence of this is now determined.

To find <@2 ), the mean square fluctuation of the disturbance @), one
assumes that it is elicited by a spontaneously fluctuating force, V, charac-
terized by (V2), its corresponding mean squared fluctuating force. From the
relationship,

V =Zw)Q (3.169)

we postulate that,
=)

(V) = Z(w)(@Q") (3.170)
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. . ) .
from which we obtain (V2). Now, we obtain (Q°), from the definition of
mean square fluctuation,

(@ (@) = (@ -20Q+@»)=@) @17
given that we assumed <Q> = <En\@|En> = 0 for a state £,,. In turn, for the
mean square fluctuation we have,

(@) = Y (EulQEw) (En| Q| En) (3.172)

m

Now, from the equation for the time derivative of a quantum operator,

U _ Ly q) (3.173)

@=-F =

we have,
(@) =~ S B HoQ — QHol ) x (Bl HoQ — QHo| En)

=h72) (En = En)*[(EalQEw)|? (3.174)

Next, denoting,
hw = |E, — En| (3.175)

the summation over m is replaced by integrals for £, < E,, and E,, > E,,
to have,

(Bl Em) = 12 /0 (2| (B + Bl QI En) 2 p(Br + o) i
h? /0 ()2 B — ho| QL) 2o(En — huo)hds
~ { | B+ nel@iE ot +

T (En — ol QIEn) 2o( B — m} o (3.176)

In a real thermodynamic system, the fluctuation observed must include the
impact of the occupation factor, f(E,), by way of weighting each level E,,
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and summing over all E,, levels. This is expressed as,

(1% Zf { / (B + hw|Q|En)|p(En + hw)
(3.177)
+MEn—mWQWHPMEn—MM}dw

As previously done, we can replace summation by integration by multiplying
the integrand by the density of states and integrating; this gives,

(16%) /‘mﬂ/ EY{|(E + hw|QIE)2p(E + hw)

+ (B~ hw|Q|E)*p(E — hw)}dE]dw
(3.178)

Finally, utilizing the impedance definition, we have,

v = [T120 [T B E + helQIE) Po(E + )
0 0

+[(E — hw|QIE)|*p(E — hw) }dE]
(3.179)

Thus far, expressions for R/|Z|?> and (V?), embodying dissipation and
fluctuation, respectively, have been obtained. Observation of the respective
expressions indicates that they contain the following formulas in common,

/Ooo[p(E)f(E){KE + hw|Q|E)*p(E + hw)
+ (B — hw|Q|E)*p(E — hw)}dE]

(3.180)

where the negative sign is associated with R/|z|? and the positive sign
with (V2). Therefore, a relation between dissipation, by way of R(w), and
fluctuation, by way of (V2), is within reach. To make the relation more
explicit, denoting the negative expression by,

c) = [ | {1 + rlamRoe + 1)
’ (3.181)
|wmmmmeﬁw}
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and noticing that in the second integral [(E — hw|Q|E)| = 0 for F < hw,
when the transformation £ — F + hw is made in the integration variable,
one gets,

C) = [TWEEE + RAQIE)PA(E + )
— EIQIE + hw) Pp(E + hw — hw) }E]
= [ E I ENIE + hIQIE) A +
~ EIQIE + hw) p(E)}dE)

- /0 (B FE)E + hwlQIE) P{o(E + hw) — p(E)}dE]
— /0 " [p(E)F(E)(E + holQIE)

o+ ) {1 s o]

/OOO [1(E + h|QIE)

o+ h)p(B)f () {1 -~ L a]

(3.182)
Examination of the term, p(E)/p(E + hw), leads to,
o(E) oE)  (E) )
o(B+hw) B+ hw) f(B)F T
p(E—hw)  f(E—hw)
p(E — T + hw)  f(E — Iuw) G189
pE—hw) f(E—-hw) _he . b
Toam om0
where we used,
ﬂ = e_k%T (3.184)
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and thus we can write,

c)= [ ig + mlaimr

- (3.185)
o8 + h)p(B)f(B) {1 - ¢ 57 L)
or
o) = {1 - } / CIHE + holQIE)Pp(E + ho)p(B) f(E)dE]
(3.186)

Employing similar arguments for the positive sign one obtains,

C() = (1+e ) [TUIE+ mlQUE (B + ho)o()(E) )

(3.187)
Now, reinserting these expressions into those for R/|Z|?> and (V?2), one
obtains,

R = Tw (1—6_%>

o o (3.188)
x /0 {I(E + hw|QIE)p(E + heo)p(E) f (E)}dE]
from where it follows that,
2P = . <
mw (1— e 1) /0 {I(E + hw|QIE)p(E + heo)p(E) f(E)}dE]
(3.189)
and

Rt (14 ) x /0 T HIE + Rl QUE) (B + hwo)p(B) f(B)}dE)deo

_ hw
Tw(l—e kT

~—

x /Ooo[{|<E + hw|Q|E)?p(E + hw)p(E) f(E)}dE]

(3.190)
or

2 — /oo R(w) x hw? (1 + eﬂz%) dw B /oo R x hw (1 + ef%> dw
0 0

hw
T (1 — e_ITT)

(3.191)
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But, .,
1+ e #7 1 1
— =2 < + m) (3.192)
1—e T 2 ekT — 1
so, we have
2 o
(V2 = / R(w)E(w, T)dw (3.193)
™ Jo
where, -
1
exT — 1

The expression for E(w,T") is identified as the mean energy of an oscillator
of frequency w at a temperature 7'; this is the frequency distribution we were
after. If the temperature is high, for example, hw < kT, then,

E(w,T) ~ kT (3.195)

which implies that, at a given temperature, the frequency spectrum is constant
or white. The average of the square of the voltage fluctuation is then given by,

2 o0

(V% = —kT / R(w)dw (3.196)
0

which is the more familiar Nyquist relationship utilized in electronics noise

calculations.

The key to relating fluctuation to dissipation is that the Boltzmann factor
exp(—hw/kT) allows the calculation of the absorption and emission integrals
to be expressed by two factors, namely one that captures absorption, 1 —
exp(—hw/kT), or emission, 1 + exp(—/fuww/kT'), and thus different for the
two cases, and one factor that is identical in the two cases, which cancels
when relating R/|Z|? to (V2). This is not obvious or intuitive!

3.3.1.1 Amplitude of brownian (random) displacement

of cantilever beam [69]
Going back to the beginning of the previous section, we recall that we are
after the intrinsic or thermal noise of a beam as manifested in its random
displacement at a given temperature, which was found to be related to the
Brownian noise. But the Brownian noise is the fundamental theory that
captures the motion of a small particle immersed in a fluid due to a randomly
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fluctuating force, F'(t), with components F, F,, and F’, such that in, say,
the z-direction, we have,

2 W Highest
(F2) = k:Tn/ dw (3.197)
™ 0
where 7 is the friction (analogous to the resistance R in Equation (3.194)
defining the frictional force,

Frictional Force = —nv (3.198)

where v is the particle velocity.

The average of the square of the random fluctuating force at a given
temperature, Equation (3.197), is proportional to all the frequencies exhibited
in the motion of the particle. In the case of a beam, this implies the frequencies
of all its vibration modes. Next, we present the random amplitude calculation
of a beam derived by Butt and Jaschke [69] for the two types of beams
usually encountered in applications, namely the singly anchored (cantilever)
one (Figure 3.18) and the doubly anchored one.

The singly anchored beam is characterized by a length, width, and
thickness L, W, and h, respectively, and is made up of a material with a
modulus of elasticity E, as a result of which it exhibits a spring constant,
K = 0.25EWh3 / L3. K, asis known by now, enters into the determination of
the beam vibration amplitudes and frequencies, both being derived by solving
the differential equation describing the transversal displacement of the beam,
neglecting damping effects [69],

d?>2 Eh?d*z

i T 3.199
dt? * 12p dx* ( )

L 7

Figure 3.18 Singly anchored beam.
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where p is the beam density. The general solution to this equation is the beam
transversal amplitude vibration, z, given by [69],

o0
z=) Cisin(wit +6;) - ¥ (3.200)
i=1
where
. . (67 (67}
®,; = (sinq; + sinh o) (cos T~ cosh fx)
o o (3.201)
— (cos oy + cosh o) (sin flx — sinh fla:)
and -
12pw: L
4 _
ol = = (3.202)

In these equations (3.200-3.202), every vibration mode ¢ is characterized by
an amplitude, C;; a radial frequency, w;; and a wavelength, L/«;. Due to the
vibration constraints, imposed by the boundary conditions, the parameters «;
and w; are discrete. In particular, for the singly anchored beam, for which we

have,
d®(0)
P0)=0 —==0 3.203
=0 = (3209
it can be deduced that «; is determined by solving cos «; cosha; = —1,

which leads to the following values,
a1 =1.88393 ap =7469 «a3=7.85 a4=11

1 3.204
a¢:<i—2>7r fori > 5 ( )

On the other hand, for the doubly anchored beam, the boundary conditions
are,

o dD(0)
B0)=0 — = =0
26(0) (3.205)
B(L)=0 e =0

from where it can be deduced that ¢; is determined by solving tana; =
tanh «;, which leads to the following values,

a1 =393 ay =707 a3=10.21

1 3.206
a¢:<i+4>7r fori >4 ( )
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Now, in analogy with the calculation for the random vibration of a particle,
whose average translational energy equals %k BT, in accord with the equipar-
tition of energy, we must calculate the beam displacement energy and also
apply to it the energy equipartition postulate. So, we begin by calculating the
total beam energy,

EWHR [t [d?z pWh [F [(dz\?
Wr = ) de+ B d 3.207
=T /0 (dg;2> T /0 (dt) z (3200

where the first term after the equal sign is its potential energy, the second term
is its kinetic energy, and L is the beam length. Utilizing Equation (3.200),
with T; = sin(w;t + ¢;) and T = cos(w;t + ¢;) for the singly anchored and
the doubly anchored beams, respectively, it can be shown that W may be
expressed as,

EWh? & ,oWhL "

Wr =" C2afT? + = ZC?wai 2y (3.208)
i=1 i=1

If we define ¢; = C;T; and p; & Mdq;/dt = Mw;C;T?, where M = pWhL

is the total beam mass, then Equation (3.208) may be written in the form of

the harmonic oscillator energy [68], that is,

Z 2 + 527 Z p2I; (3.209)

which implies that the total energy is the sum of independent quadratic terms
in g; and p;. For the cantilever beam, the total displacement, that is, including
all modes, is captured by the sum of displacements at its tip, z = > , ¢; ®;(L).
Since in thermal equilibrium energy equipartition requires that each term be
equal to %k: B, one obtains that,

K I, 1 —  3kpT
Rott = SkpT — 2 = 52 3.210
I G210
and, given q?, we can calculate the mean square displacement as,
22 = 202(L) = 2®2(L) (3.211)
or )
— kT 3%;(L
2 = kBT 30i(L) (3.212)

K a?[l-
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The fraction ®?(L)/I; = 4 is obtained by [69] as follows. From Equa-
tion (3.201), given,

®, = (sina; + sinh o) (cos %m — cosh %x)

o o (3.213)

— (cos a; + cosh ;) (sm T sinh fyg)

substituting x = L we get,
. . (0%} (673
®,(L) = (sin; + sinh ay) (cos fL — cosh fL>
— (cos oy; + cosh ;) | sin %L — sinh %L

L L

(3.214)

= (sin a; + sinh «;)(cos a; — cosh ;)
— (cos a; + cosh ;) (sin ay; — sinh ;)
= 2 cos o; sinh o; — 2 sin o cosh o
Then, taking the square of ®;(L), we get,
®?(L) = (2cos a; sinh a; — 2sin o cosh a)?

= 4(cos o sinh ¢ — sin «; cosh ai)2

7 (L)
i = isinh oy)? — 2 i sinh o - sin oy cosh oy
— 1 (cos o sinh ;) cos ¢ sinh q; - sin o cosh o (3.215)
+ (sin o cosh a;)?
2 s 12 .2 2
= cos” a4 sinh” a5 + sin” a; cosh” oy
— 2 cos a; sinh ¢ - sin o cosh oy
but, since for a singly anchored beam we have that cos «; cosh a; = —1, this
equation becomes,
2
@7 (L) 2

R cos? o sinh? o + sin? o cosh? o
— 2 cos o cosh ¢ sin ¢ sinh o
= cos? a; sinh? oy + sin? o cosh? a; — 2(—1) sin oy sinh oy
= cos? a; sinh? aj + sin a;(1 4 sinh? a;) + 2sin o sinh o4

2 2 2

= cos? a; sinh? o + sin® a4 + sin® q; sinh? a5 + 2 sin q; sinh oy

= ((3082 o + sin? Q) sinh? o + sin? s + 2sin o sinh oy
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=(1) sinh? o + sin? o + 2 sin o sinh o

= sinh? o 4 sin® a; + 25sin oy sinh o (3.216)

= (sinh a4 4 sin a;)?

But, it can be shown, making use of the orthogonality of any two modes
®;, ®;, that both for the free end beam and fixed end beam,

1 L
L/ ®Zdr = (sin; + sinh ;) = I (3.217)
0

so that, Equation (3.216) may be written as,

®2(L
i) _y (3.218)
I;
and we finally get,
—  12kpT
22 = K54 (3.219)
K]

which shows that the mean square displacement of mode ¢ is proportional to
the temperature and is inversely proportional to the beam spring constant and
to af. Thus, at a given temperature, the larger the spring constant and the
higher the vibration mode (i.e., the larger af), the smaller the amplitude of
the thermal random motion.

From the average of the square thermal displacement per mode,
Equation (3.219), we proceed to obtain the total (resultant) average ther-
mal displacement for all the modes by weighing them with Boltzmann’s
probability that they would be occupied,

Koo 2 41;
PR

Wi _22i=19%%3
P, xe kT =¢ kpT (3.220)

where W, is the potential energy per vibration mode ¢, which is proportional
to 7. As a result, the total mean square displacement is,

oo
2 2
z—Ezi

(3.221)
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With the sum 322, 1/af = 1/12, as worked out by Rayleigh [69], we obtain

that,
kgT

22 =

(3.222)

K
V22 = ,/]‘CB?T (3.223)

By a similar development, it can be shown that for the doubly anchored beam,

or

the total mean square displacement 27 is,

2 kT
2 _ Ml 224
© T 3K (3.224)
or
~ [kgT
Ve = 2B 3.225
: 3K (3.225)

Examination of V22 and v 2** suggests, therefore, that the temperature, T,
and the beam spring constant, K, place a fundamental limitation on the
minimum average random/Brownian displacement attainable by a beam.

3.4 Sensing

The Internet of Things (IoT) will embody an internet-mediated intercon-
nected network of physical sensors residing on a plethora of objects such
as inertial sensors for vehicles, smart phones, gaming controllers, activity
trackers, and digital picture frames [70], and the environment, to enable its
ubiquitous surveillance (and, possibly, control). Therefore, the nature of the
sensors that may be employed is virtually unlimited. Given the importance
of low power consumption in battery-limited IoT wireless nodes, however,
we will focus on addressing the fundamentals of some key low-power NEMS
sensors. Those readers interested in a thorough discussion of MEMS sensors
may feel free to read Senturia’s book [5] and Najafi’s review article [71].

3.4.1 The Accelerometer

An accelerometer is a device that detects the acceleration of a body (frame) to
which it is attached. It essentially consists of a mass (the proof mass), which
is suspended via a compliant structure (e.g., a beam) anchored to the frame.
Its basic operation is illustrated in Figure 3.19 [71].
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Top Electrode

Bottom Electrode

(a) (b)
Figure 3.19 Capacitive accelerometer. (a) A proof mass is suspended between two elec-
trodes forming a capacitor. (b) Mass-spring-dashpot model of accelerometer.
Source: Ref. [71].

When a force is applied to the frame, the proof mass moves relative to
the frame. Then, the displacement of the proof mass relative to the frame is
measured and related to the applied force. The system, proof mass, plus the
compliant structure and damping are modeled by the second-order spring-
mass-damper differential equation,

d*x dx
M— +D— +Kx=F 3.226
2 TP+ K ( )
Applying the Laplace transform to this equation, one obtains the mechanical
transfer function [71],
z(s) 1 1

- = 3.227
a(s) 2+ Ls+ L5 S+ Fst+wl ( )

where a is the external acceleration, x is the proof mass displacement,
wpn, = /K /M is the mechanical resonance frequency, and Q = VKM /D is
the quality factor. The mechanical response of the accelerometer is a function
of the frequency of the applied acceleration with respect to its resonance
frequency. Thus, at low frequencies, w < wy,, Equation (3.227) becomes,

M 1
z(s) S i? (3.228)
CL(S) w0 K W “n

This implies that, at low frequencies, the displacement depends on the ratio
of the proof mass to the spring constant, not on their separate values. On
the other hand, high-resonance frequencies will give rise to fast, but small,
displacements, while low-resonance frequencies will give rise to large, but
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slow, displacements [5, 71]. Now, as discussed in the context of the laser-
driven cantilever beam, any mechanical system is exposed to Brownian noise,
which contributes an additional force component with mean-square spectral
density given by +/4kgT'D. This will result in an additional mean-square
acceleration given by [5],

4k BTwn
noise_rms — A 22
a MO (3.229)

Thus, due to Brownian noise, there will always exist an error in determining
the acceleration of an object.

3.4.1.1 Capacitive accelerometer implementation

In the capacitive accelerometer, the proof mass plays also the role of one of
the plates of a capacitor. Thus, as it moves closer to, or away from, the other
plate, in response to the applied force, an inter-plate gap or plate-to-plate
area of overlap varies, and so does the related capacitance (Figure 3.20). As
shown previously, the effected capacitance change is inversely proportional
to the square of the separation between the capacitor plates.

From the fact that the capacitor charge is given by,

Q=0C(z,y,2)V (3.230)

and that its current, under an applied voltage V (), is,

i(t)

dQ (aCdx oCdy 0C dz
=a " \orar dt dt dt

av
B o By N — (3231
dt Ox dt Oy dt 0z dt> +C(z,y,2) (3.231)

’
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y
X
Figure 3.20 Capacitive accelerometer implementation sketch: The motion of the proof mass
coincides with that of the plate of a capacitor, so that by measuring the change in area overlap
or parallel-plate gap and the concomitant capacitance change, one can determine the proof
mass’ acceleration.

Source: Ref. [5].
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it is clear that one can relate the change in capacitance due to plate displace-
ment in x, y, and z (resulting from an acceleration) and the displacement time
rate of change. In the simplest case, one would have,

N oC dx av
it)y=VvV (axdt> +C(a) 2 (3.232)

for an z-directed acceleration. Many circuit techniques are utilized in practice
to transduce the measured acceleration into an electronic signal [5]. The
transimpedance amplifier shown in Figure 3.21 exemplifies one of these.

3.4.1.2 Quantum mechanical tunneling accelerometer
The term “quantum mechanical tunneling” refers to the propagation of a
quantum particle through a potential barrier where the particle’s energy is
lower than the barrier height (Figure 3.22) [68, 72]. In a tunneling accelerom-
eter, the magnitude of a tunneling current that varies exponentially with
the separation between a tunneling tip and its counter electrode is utilized
to measure acceleration. A tunneling accelerometer typically offers better
sensitivity since relatively small acceleration variations produce relatively
larger responses in the exponentially responding tunneling accelerometers as
compared to square-power-responding capacitive accelerometers.

A common architecture for tunneling accelerometers involves placing
the tunneling tip on a cantilever end portion (proof mass); these elements

R

Cl‘{x) — N\

- ) V;ul
g <> iC i
Cin

v

Figure 3.21 Transimpedance amplifier typifies electronic circuit to measure capacitance
current from accelerometer.

Source: Ref. [5].

L

Figure 3.22 Sketch of electron e of energy E tunneling through potential barrier of height ®.



74 Understanding MEMS/NEMS Device Physics

Insulator Source

\

Substrate

BRI

AN

/4

date

Figure 3.23 Cross-section of micromechanical tunneling transistor showing basic device
structure.

Source: Ref. [73].
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Figure 3.24 Micromechanical transistor physics: Gate-beam actuation; 7 is Planck’s con-
stant divided by 27, and c is the speed of light.

Source: Ref. [74].

are captured in Figure 3.23 in a device called “micromechanical tunneling
transistor” [73].

The tunneling current in Figure 3.23 is elicited by applying a pre-pull-in
gate-beam actuation voltage that causes the fine tunneling tip to displace a
distance Az, which reduces the physical width w of the barrier. In particular,
the tunneling current produced as the cantilever beam deflects is given by,

Itun = VagsKexp(—1.025vV®(w — Az)) (3.233)

where ® and w are the tunneling barrier height and width, respectively [73].
The nominal barrier width (w) is reduced by the deflection Az of the beam
(Figures 3.24 and 3.25), which results from the application of the voltage
V = V; + Vg, the sum of the gate-beam and source-drain voltages. Az is
obtained, in turn, from an equation for the balance of the forces determining
the cantilever beam equilibrium position, namely the electrostatic F'g, spring
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Figure 3.25 Micromechanical transistor physics: Beam-contact tunneling.
Source: Ref. [74].
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Figure 3.26 Typical relative variations and magnitudes of Casimir, electrostatic, and spring
forces in micromechanical tunneling transistor.

Source: Ref. [74].

Fg, and Casimir forces F- (Figure 3.26) [74],

72hecA n eAV?
240(z0 — Az)*  2(z9 — Az)?

—ksAz=0 (3.234)

In practice, in response to the applied acceleration, a proof mass responds
by moving closer or further away from the tunneling tip. The flexibility of
the cantilever is exploited through the application of a bias voltage between
the cantilever end and one or more biasing electrodes to flex the cantilever
appropriately so that the tunneling tip is within the tunneling range of the
counter electrode. Note, however, that since the proof mass moves orthog-
onally to the cantilever longitudinal axis (i.e., either towards or away from
the cantilever), there is always the danger of a sufficiently strong acceleration
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Figure 3.27 MEMS tunneling accelerometer [75, 76].

causing the tunneling tip to contact the counter electrode on the proof mass.
Since the tunneling tip dimensions at the tip apex are typically on the order of
just a few atoms, such a contact could readily damage the tunneling tip. Thus,
stops, or other means, are required to prevent the contact, which decreases the
achievable measurement range. In addition, the sensitivity of conventional
tunneling architectures is limited by the single tunneling tip.

A robust, tunneling accelerometer that overcomes the above sensitivity
limitations is shown in Figure 3.27 [75, 76].

In this accelerometer concept, the tunneling tips 10 are disposed as an
array perpendicular to the interior of capping wafers 1 and 5, and the counter
electrodes 11 are patterned on the proof mass 9 attached to suspensions 6, the
cap wafers and proof mass being bonded at surfaces 3. In this scheme, the
proof mass moves orthogonally to the tunneling tips so a constant distance
between them and the counter electrodes is maintained, thus avoiding the
possibility of the tips crashing on the counter electrodes; in the absence
of lateral acceleration, an applied bias voltage causes the tunneling current
to flow between tips and counter electrodes due to their alignment. As the
proof mass moves, in response to a lateral acceleration, the counter electrodes
misalign with respect to the tunneling tips and the total current changes. This
change is proportional to the acceleration and thus serves to measure it.

3.4.2 Vibration Sensors

While we encounter inertial sensors frequently in our daily lives, vibration
sensors, aimed at monitoring the health of expensive industrial machinery,
embody a crucial function in major factories [77, 78]. Vibration sensors
provide an easy, cost-effective means of monitoring and protecting critical
machinery on a continuous basis by enabling [77]. Typical applications
include critical pumps and motors, cooling towers and fans, slow speed rolls,
and rotary and screw compressors.
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The key insight that allows monitoring the health of a machine by sensing
its vibrations (oscillatory motion) is that fatigue of the moving members of
a machine is related to the number of cycles a machine experiences before
failure [78]. In particular, as characterized by the Wohler curve, describing
the endurance strength, that is, the stress level up to which a structure can
be loaded a certain number of times, at high stresses, the load can only be
carried a few times; however, reduction of the stress increases the number of
cycles to failure. On the other hand, it has been determined that it is possible
to find a stress level such that, if operated below this level, the endurance of
a structure becomes infinite.

In general, the vibrations in a machine are the result of [77] (i) an
imbalance in the forces applied; (ii) shock forces; (iii) frictional forces;
and (iv) acoustic forces. These forces, as previously shown, are related to
the machine’s structural parameters, namely its mass, its stiffness, and its
damping.

Measuring vibration throughout the machine enables the following steps
to safeguard its health [77]:

(i) Verification of whether or not the frequency amplitudes produced exceed
the material limits
(i1) Avoiding the excitation of resonances at certain locations of a machine
(iii) Identifying where to introduce damping or isolate the vibration sources
of resonance
(iv) Undertaking in a timely fashion preventive maintenance measures on
machines
(v) Developing computer models of a machine component.

Clearly, once the acceleration is determined with an accelerometer, the
velocity and displacements may be determined, given that if the acceleration
is given by,

a = Asinwt (3.235)
then the velocity is given by,
A
v= [ adt = —— coswt (3.236)
w

and the displacement is given by,

d= // adtdt = —% sin wt (3.237)
w
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Figure 3.28 Time-domain vibration signal chain example.

Source: Ref. [77].
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Figure 3.29 Example of signal chain for spectral vibration analysis. ADC: Analog-to-digital
converter, FFT: fast Fourier transform.

Source: Ref. [77].

where w = 2 f is the radial frequency and f is the frequency in Hz. Machine
dynamics may be derived as per the electronic systems architectures shown
in Figures 3.28 and 3.29.

A vibration sensing system may be partitioned as shown in Figures 3.28
and 3.29. In other words, the accelerometer may be packaged alone and
endowed with an interface to the outside world, or packaged together with
the electronics/intelligence. Other reasons such as environmental parameters,
available size, and available power may be decided in determining sensor
implementation.

In summary, vibration sensors are essential to effect preventive mainte-
nance and avoid the occurrence of a costly catastrophic failure. Furthermore,
it is clear that connecting wireless vibration sensors to machines, and linking
them via IoT to computers, allows algorithms (machine learning, artificial
intelligence) to predict problems based on the sound a machine makes
[77-T79].
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3.5 Summary

In this chapter, we have dealt with the fundamental physics on which nano-
electromechanical quantum circuits and systems are based. We began by
presenting the actuation mechanisms which we estimate of greatest impor-
tance and relevance for MEMS/NEMS devices in the context of the IoT,
namely electrostatic, piezoelectric, Casimir (quantum electrodynamical), and
radiation pressure. This was followed by a discussion of mechanical vibration
and its computation for fundamental structures, in particular, the cantilever
and doubly anchored beams. Then, since the temperature impacts the purity
of the mechanical resonance frequency of mechanical structures, due to the
temperature-induced Brownian motion, we set up to re-derive historically
fundamental equations relating the random vibration to the dissipation ger-
mane to a mechanical structure. We concluded the chapter by presenting
fundamental sensing approaches, namely those for acceleration, velocity, and
position, exploiting capacitance or quantum mechanical tunneling current
variation.
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Understanding MEMS/NEMS Devices

4.1 Introduction

In this chapter, we deal with microelectromechanical system (MEMS)/nano-
electromechanical system (NEMS) devices [5, 6] that have high potential
to be employed on Internet of Things (IoT) applications, namely switches,
varactors, and resonators [10]. These devices are key building blocks for low-
power consumption front-end wireless transceivers [81, 82] of the type that
may be employed in IoT nodes. In particular, we discuss their structure and
principles of operation and provide a summary of recent performance results.

4.2 MEMS/NEMS Switches

Switches are electrical devices utilized to effect signal routing and signal
blocking or to turn power ON/OFF [10]. The fundamental MEMS/NEMS
switch topologies and their biasing schemes are shown in Figures 4.1-4.6.
In one implementation of a radio-frequency (RF) MEMS switch, it con-
sists of a metallic micromechanical beam disposed over and transversal to
a coplanar waveguide (CPW) transmission line so that, when the beam is
not being actuated, that is, when it is in an un-deflected configuration, a
signal propagating down the CPW line passes the location of the beam with
minimal attenuation, but when actuated the beam contacts a thin dielectric
layer covering the signal line. In this case, a relatively large capacitance
is formed by the beam—dielectric—signal line “sandwich”, RF-wise at this
location, such that the propagating signal perceives a low impedance to the
ground plane strips of the CPW, thus substantially blocking transmission by
reflecting an incoming propagating signal. Figure 4.1 shows the end views
of this switch type in both the passing and blocking states as well as a top
view of it. In this implementation, the signal carries both the RF signal and
the beam actuation DC control bias. Because the beam shunts the CPW line

81
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Figure 4.1 Configuration and biasing of RF MEMS switch structure: Electrostatically actu-
ated capacitive shunt switch (broadside configuration) implemented on a CPW transmission
line. © [2004] IEEE. Reprinted with permission from De Los Santos et al. [82].
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Figure 4.2 Configuration and biasing of RF MEMS switch structure: Electrostatically actu-
ated three-terminal capacitive shunt switch (in a broadside configuration). (©) [2004] IEEE.
Reprinted with permission from De Los Santos et al. [82].

when actuated, this type of switch is often referred to as a “shunt” switch. In a
second variation of this switch, the DC voltage is applied at electrodes that are
separate and distinct from the signal line; this is shown in Figure 4.2. These
switches are called “capacitive” because the contact between the metallic
beam and the CPW signal line is mediated by a dielectric, and thus, the
location of the contact is a capacitor.

In another implementation of an RF MEMS switch, the beam is disposed
so that when not actuated it extends over and above a gap in a transmission
line, where this gap reflects the signal propagating down the line. When
the beam is actuated, however, it bridges said gap, thus enabling signal
propagation with minimal attenuation. In this implementation, the beam may
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Figure 4.3 Configuration and biasing of RF MEMS switch structure: Electrostatically
actuated ohmic series relay implemented with a cantilever beam armature (broadside con-
figuration). (© [2004] IEEE. Reprinted with permission from De Los Santos et al. [82].
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Figure 4.4 Configuration and biasing of RF MEMS switch structure: Electrostatically actu-
ated capacitive series switch implemented on a CPW transmission line (in-line configuration).
(© [2004] IEEE. Reprinted with permission from De Los Santos et al. [82].

be oriented either perpendicular to the transmission line (Figure 4.3) or in-line
(in “series”) with it (Figure 4.4).

In the configuration of Figure 4.3, it is noticed that the beam is made up
of a non-metallic material, but under its tip it has a metal contact attached
so that there is no dielectric between the beam and the transmission line at
the points of contact. This type of switch is often referred to as an “ohmic”
switch.

RF MEMS switches are variously called as shunt capacitive or ohmic
switches or series capacitive or ohmic switches [83].
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Figure 4.5 Biasing network of shunt switch. (©) [2004] IEEE. Reprinted with permission
from De Los Santos et al. [82].

An important aspect or question in operating RF MEMS switches is “How
to bias them without interfering with their RF/microwave performance?”
This is answered conceptually in Figures 4.5 and 4.6, for the shunt and
series switches, respectively. The general idea that the diagrams intend to
convey is that the DC voltage must be isolated from the high-frequency
signal path by a high impedance. This high impedance is represented by
the “RF choke.” In addition, the signal source and load must be isolated
from the DC via “blocking capacitors.” In practice, where the bias voltage is
dynamic/pulsed, the “driver circuit,” used to activate/deactivate the switches,
must be carefully designed to drive the switching at the desired frequency, yet
not disturb their RF/microwave performance. For a comprehensive work on
RF MEMS, including many practical application issues, the reader is referred
to Lucyszyn’s edited book [83] and a recent review article [84].

4.2.1 Nanoelectromechanical Switches

The key attributes of RF MEMS switches reside in their ability to operate
at the highest signal frequencies, while exhibiting superior insertion loss,
isolation, and bandwidth compared to traditional RF/microwave switches, for
example, pin diode-based or field-effect transistor (FET)-based switches [83].
Research and development pertaining to RF MEMS switches has revolved
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Figure 4.6 Biasing network of series switch. (©) [2004] IEEE. Reprinted with permission
from De Los Santos et al. [82].

around effecting implementations in a variety of frequency bands and several
reliability issues, such as dielectric charging, contact failure, and temperature
instability [83]. In particular, methods to improve the performance of MEMS
switches at high signal frequency include the following [84]: (i) combining
switches in various circuit topologies such as several switches in series,
in a “T” — or a m-network; (ii) using dielectric layer materials with high
dielectric constants and conductor materials with low resistance; (iii) employ-
ing various fabrication process implementations such as MEMS switches
based on bipolar complementary metal-oxide—semiconductor (BiCMOS)
technology; (iv) employing thermal compensation structures, circularly sym-
metric structures, thermal buckle-beam actuators, molybdenum membrane,
and thin-film packaging; (v) selecting synthetic diamond or aluminum
nitride dielectric materials and applying a bipolar driving voltage, stoppers,
and a double-dielectric-layer structures; and (vi) adopting gold alloying
with carbon nanotubes (CNTs), hermetic and packaging, and mN-level
contacts.

With the emergence of nanotechnology, one question that comes to mind
is “How could this novel technological approach to miniaturize things be
exploited to improve the performance of RF MEMS switches?” [72]. The
answer lies in at least two realms, namely downscaling and novel materials,
which are addressed subsequently.
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4.2.1.1 Downscaled MEMS/NEMS switches

As is well known, the switching speed, that is, the rapidity with which
traditional RF MEMS switches can be turned ON/OFF, is limited to several
microseconds [83]. This limitation is rooted in the large dimensions and,
concomitantly, mass, which these switches possess. For instance, a typical
RF MEMS switch design has a beam with area in the neighborhood of
200 pm x 200 wm, a thickness of 2 um and a beam-to-bottom electrode
distance of about 2.5 pm. Reducing the switch mass is an obvious course
of action to increase its switching frequency, given that the switch resonance
frequency is inversely proportional to the square root of its mass, that is

1 [k
fo= 27,/7 4.1
Y8 m

Similarly, the strengthening of the MEMS beam to increase its stiffness
(spring constant, k) should be pursued. In fact, an expression for the switching
time of a MEMS switch that takes into consideration its pull-in voltage, V};
the applied voltage, V;;,; and its resonance frequency, namely

Vo
ts = 3.67 27 Vo o
suggests that, for a given V), increasing V,;,, and fq leads to a reduction in
switching time [85].

The approach undertaken by Verger et al. [85], who demonstrated a sub-
hundred nanoseconds miniaturized RF MEMS switch [85], was to increase
the overall beam mechanical stiffness, simultaneously keeping its effective
mass as low as possible. In particular, they determined via multiphysics
3D finite-element simulations that a beam design integrating stacked layers
of gold, aluminum, and alumina with their respective Young’s modulus of
78 GPa, 70 GPa, and 380 GPa would allow them to attain the desired stiffness
and, consequently, switching speed. For a variety of beam sizes and stacked
layer thicknesses, the resonance frequency was obtained and plugged into
Equation (4.2) until the desired switching speed was attained. The final
dimensions were a length of 25 pm and a width of 15 wm, and the beam layer
thicknesses of alumina/aluminum/alumina stack were 100 nm/250 nm/100
nm for a switching speed of 51 ns. A distance of 300 nm between the beam
and bottom electrode was chosen to obtain an actuation voltage between 20 V
and 60 V.

The fabrication of the miniaturized beam followed the technique of
surface micromachining [10], in which the wafer has thin film materials

4.2)
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selectively added to and removed from it. The film materials that are eventu-
ally removed are called sacrificial materials, whereas those that remain are
called structural materials. Figure 4.7 shows the process flow for making the
switches.

First (Figure 4.7a), a metallization layer consisting of titanium (10 nm)/
gold (100 nm)/titanium (10 nm) is evaporated and patterned on a fused
silica substrate to define the beam actuation electrode and the coplanar-
waveguide (CPW) RF transmission line. This substrate was chosen because
of its low loss, necessary for good (low insertion loss) RF performance. Then
(Figure 4.7b), a dielectric layer for the isolation/protection of the bottom
electrode, consisting of a 400-nm-thick layer of alumina, was deposited by
plasma-enhanced chemical vapor deposition (PECVD). This was followed
(Figure 4.7¢) by the deposition and patterning of a 300-nm-thick photoresist
sacrificial layer (this layer was to be removed at the end of the process) to
define the suspended structures, for example, beam and areas. Next (Fig-
ure 4.7d, e), the multilayer beam was deposited using the “lift-off” technique.
In this process, openings are made in the photoresist by UV photolithogra-
phy to define beam geometries. Then, the composite structural material is
deposited using a pulsed UV laser that causes it to evaporate upon being
heated by the impinging laser light onto sapphire and pure aluminum tar-
gets. The beam fabrication concludes by lifting them off (Figure 4.7f) by
submersion in acetone and depositing a titanium (10 nm)/gold (150 nm) layer
followed by its subsequent electroplating up to 1 pwm thick in order to anchor
the beam and thicken the RF line (Figure 4.7g). The last step (Figure 4.7h)
is to release the beams by wet etching followed by drying in a CO» critical
point dryer.

How was the fabricated beam performance tested? Two aspects of the
device were tested, namely its mechanical resonance frequency and its
switching time.

The fundamental mechanical resonance frequency was determined using
the set up shown in Figure 4.8.

Here, an RF signal drives the input of the beam, while it is actuated by a
sinusoidal signal which, in turn, modulates the amplitude of the input signal
as it executes a periodic motion that modulates its capacitance at the actuation
signal frequency. The transmitted signal at the beam output is then examined
by a spectrum analyzer, where its frequency spectrum is displayed, and an
oscilloscope, where its time waveform is displayed. Figure 4.9 shows a sketch
of the spectrum analyzer display. The spectrum shows the input (carrier)
signal and four additional “sideband” signals. Of these four extra frequencies,
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Figure 4.7 Fabrication process flow for fabricating miniaturized RF MEMS switch.
Source: Ref. [85].
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the two closest to the carrier correspond to the actuation signal and the other
two (farthest) signals correspond to the beam motion frequency. For beam
motion at its mechanical resonance frequency, the amplitude of these signals
is highest, as a result of which the capacitance change and signal modulation
are highest. The measured mechanical resonance frequencies ranged from
6.48 MHz to 6.90 MHz, which was in good agreement with the 6.825 MHz
predicted by ANSYS. The device/beam under test (DUT) was placed in a
vacuum chamber to establish low damping conditions. The switching time
was measured with the set up shown in Figure 4.10. Here, an RF signal drives
the input of the beam, while it is actuated by a pulsed bipolar signal (the
bipolar signal limits the propensity for dielectric charging).

The beam deflection amplitude versus time, resulting from the applied
pulsed actuation waveform, is detected by measuring the amplitude of the
input signal that is reflected. Upon receiving the reflected signal by a circula-
tor, which directs it to a diode detector, the beam displacement is displayed in
an oscilloscope, where the beam switching waveform is shown together with
the actuation signal. Measurements of the switching speed were conducted
for various actuation voltages (Figure 4.11).

As seen, the switching speed increases as the actuation voltage increases
beyond the pull-in voltage of 30 V. In particular, the measured switching delay
decreases from the order of microseconds for an actuation voltage of 30 V to
50 ns above 70 V.
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Figure 4.11 Measured switching speed of a 25 wm long and 15 pm wide beam.
Source: Ref. [85].
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Figure 4.12 Measured release delay of a 25 pm long and 15 pm wide beam.
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Once the actuation voltage becomes zero, the switch is released to go back
to its equilibrium position. The release time delay, shown in Figure 4.12, is
of 200 ns.

It is pointed out by Verger et al. [85] that the delay time is a function of
the beam/dielectric adhesion forces and that the oscillations observed upon
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beam release are the result of lack of air damping in the vacuum environment
of the chamber housing the beam.

4.2.1.2 MEMS/NEMS switches via new materials

The properties of graphene for NEMS applications have attracted much
interest [86-90]. Studies have shown that it can sustain current densities
five orders of magnitude larger than ordinary metals and exhibit very large
thermal conductivity and strength, in particular, a room-temperature thermal
conductivity of ~5000 Wm~! K~!, a breaking strength of 42 N/m, and values
of Young’s modulus close to 1 TPa [86]. A remarkable property of graphene
is that its mechanical behavior is also strongly influenced by the van der
Waals forces, to the point that these may be exploited to clamp few layers
of graphene sheets to the substrates [89, 90].

An example of a straightforward application of graphene to CPW NEMS
switches was presented by Sharma et al. [91] (Figure 4.13). In this switch,
the substrate consists of a high-resistivity material such as alumina or high-
resistivity silicon, the signal and ground stripes consist of a high conductivity
metal such as gold, and the beam consists of a graphene membrane.

The role of the graphene is that of implementing a beam that will exhibit
a low actuation voltage and a fast switching speed and be amenable to
monolithic integration with future all-graphene transceivers [91]. As usual,
the role of the dielectric is to isolate the beam from the signal line. The
graphene beam, however, behaves differently from the usual metallic beams,
in that the application of a bias/actuation voltage between it and the signal line
causes its conductivity to increase as a consequence of the “doping” effect it
experiences when influenced by an electric field [92].

Graphene Beam Up Graphene Beam Down

(b)
Figure 4.13 Sketch of a graphene-based RF NEMS switch in (a) up-state and (b) down-state.
Source: Ref. [91].
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In designing (and modeling) the graphene-based switch, it is necessary
to capture the dependence of its conductivity with bias in both its unde-
flected (unbiased) and deflected (biased) configurations. This is given by the
following equation, derived by Hanson et al. [93],

2
. qckpT el el
I'=- + 21 kpT 41 43
ow,pI) ]Wﬁ2(w—jf) (kBT n(e *7 ) (43)

where w is the angular frequency, I is the scattering rate (its inverse 7 =1/T"is
the relaxation time), 7" = 300 K is the absolute temperature, h is the Planck
constant divided by 27, kp is Boltzmann’s constant and g, is the chemical
potential.

The chemical potential for the unbiased graphene beam is given by the
following equations [93],

Sign(ne,unbiased - nh,unbiased)hyf

X \/’ne,unbiased - 7’Lh,unbiased|7r (443)

7h?
%(ne,unbiased - nh,unbiased) (4.4b)

He_unbiased =

where vy = 10% m/s is the Fermi velocity in graphene and m* is the effective
mass in multilayer graphene; m* = 0.052 m. (for 3,4 layers) [94], and m,
is the electron effective mass.

When the bias voltage causes a pull-in of the graphene beam, that is,
|Vbias| = |Vpuii—in|, the part of the graphene beam directly above the signal
line experiences the electric field from it, and as a result, its carrier density
in this region can be estimated from the charge balance relationship [95],
namely,

(V;)ias - VDirac)CdieZectric = q(ne,deﬂected - nh,deﬂected) (45)

where ¢ is the elementary charge, and 7. gefieccted and Np_geficcted are
the electron and hole carrier densities in the deflected configuration. The
parameter position, Clg;electrics 18 the capacitance of the dielectric isolat-
ing the graphene from the signal line. For an oxide dielectric, we have,
Caiclectric = Coz = &r&0/tus, where &, is the relative permittivity of the
dielectric, £¢ is the permittivity of vacuum ¢, is the thickness of the oxide
dielectric, and Vp;,q. is the bias voltage at the Dirac point. The Dirac point
is defined by Tan et al. [95], VDimc = - Q(ne,deﬂected - nh,deﬂected)/coz’
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so that replacing this equation into Equation (4.5) one gets for the chemical
potential the following expression [95].

. Cox
sign (q%ias + Ne_unbiased — Nh_unbiased th
HPe_unbiased = Con
¢-unbrase X q Viias + Ne_unbiased — Mhounbiased| ™  (4.62)
2
mh® [ Cyy
2+ <q%ms + Ne_unbiased — Th_unbiased (4.6b)

The applied field experience under beam deflection also influences the
scattering rate, I', which also takes a different value in this configuration
of the beam due to the remote polar phonon scattering from the bottom
dielectric. Sharma et al. [91] point out, however, that when the graphene is
highly doped, the contribution due to remote polar phonon scattering rate is
usually small [96] and can be ignored.

The performance of the graphene-based RF NEMS switch was modeled
[91] after the experimental realization of Kim et al. [97], where the graphene
beam had a length L = 20 wm and a width w = 30 wm and was suspended
at a distance gg = 300 nm over the CPW signal line, which had a width
W = 15 mm, and HfO; with a dielectric constant and a loss tangent €,, = 25,
tand = 0.0098 as the dielectric deposited over the signal line, with a
thickness ty = 20 nm; a thin dielectric leads to a higher ON/OFF capacitance
ratio. The motivation for choosing a high-permittivity dielectric is pointed
out by Sharma et al. [91] to be twofold, namely it reduces impurity scattering
in graphene and it leads to better switch performance at high frequencies.
The substrate utilized was high resistivity silicon (p = 10 Kohm — c¢m).
In the electromagnetic model, perfect electrical conductor (PEC) boundary
conditions were assigned to the ground and signal lines. The model was
summarized by the parameters in Table 4.1.

The microwave performance of the switch, captured by the calculation of
its scattering parameters, was obtained in the frequency range of 1 GHz to
60 GHz. The insertion loss was 0.01-0.3 dB and 0.01-0.2 dB for monolayer
and multilayer graphene-based switches, respectively, and the isolation was
>10 dB for monolayer and >20 dB for multilayer graphene switches. It was
surmised that the multilayer graphene switch exhibited a greater isolation
than the monolayer one due to its lower sheet resistance which resulted in
lower switch losses.
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Table 4.1 Parameters derived for the model

Name Monolayer Multilayer Reference
1/0 (2/square) 125 30 [98]
Doping p-doped p-doped [98]
Nh_undefiected (€M™ 2) 9.43 x 10'? 4 x 103 [98]
Ne_undeflected (Cm72) 0 0 [98]
Peamdefiected (€V) 0.365 0.92 4.3)
Vpull,in (V) —-0.3 —1.4

He_deflected (GV) 0.451 0.344 (45)

7 (ps) 0.186 0.309 [98]

Source: Ref. [91].

4.3 MEMS/NEMS Varactors

RF MEMS/NEMS varactors are capacitors whose value may be controlled
via the modification of one of its parameters, namely its area, its dielectric
constant, or the distance separating its plates, upon the application of a volt-
age [83]. Varactors are typically utilized in electronics and radio frequency
systems such as voltage-controlled oscillators (VCOs) and reconfigurable and
tunable circuits.

The fundamental motivation behind the development of MEMS and
NEMS varactors is their potential for exhibiting higher quality factors (Q)
than varactors embedded/integrated in a semiconductor, due to the possibility
of employing manufacturing processes that decouple their construction from
the lossy substrate [10] and, thus, can operate at higher frequencies due
to attaining higher self-resonance frequencies, for example, tens of GHz
as opposed to a few GHz. In addition, since MEMS/NEMS varactors have
no pn-junctions, they withstand large voltage swings without eliciting their
nonlinearity, while displaying symmetric capacitance—voltage (C—V) charac-
teristics [10]. One key aspects of this characteristic is the tuning range, that is,
the range of capacitance variation that may be achieved before pull-in occurs
in varactors whose inter-plate distance is varied electrostatically.

4.3.1 Nanoelectromechanical Varactors

4.3.1.1 Dual-gap MEMS/NEMS varactors
A prototypical parallel-plate RF MEMS varactor is shown in Figure 4.14.

In this design, to avoid pull-in, and thus extend the tuning range, use
of separate control and signal electrodes (so-called dual-gap approach) with
respective electrode to top plate separations de and d; obeying the rela-
tionship d; < da/3 was employed. This resulted in the tuning range (TR)
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Figure 4.14 Cross-sectional view of MEMS varactor. Vy denotes the actuation or control
voltage. Notice that the varactor is realized on top of (decoupled from) the substrate, which
may be a silicon wafer but does not lower the varactor Q [82].
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Figure 4.15 Measured capacitance characteristics of the varactor.
Source: Ref. [82].

being extended from the theoretical pull-in-limited value of 50% to more
than 400% (Figure 4.15) [99]. An advantage of electrostatic actuation over
other schemes is that it enables extremely low power consumption, in which
power is consumed only during (switching) motion (compared to a digital
inverter stage). In addition, using electrostatic actuation involves a relatively
simple fabrication technology, a high degree of compatibility with a standard
IC processes, ease of integration with planar and microstrip transmission
lines, and a fast response (usually in the microsecond range). On the other
hand, the main drawback of electrostatic actuation is the high actuation
voltage (in the range 12-60 V) also associated with the large-gap actuator
required in RF MEMS switches. Whenever the available supply voltage is
limited, for example, to 3—-5 V as in handheld phones, on-chip, high-voltage
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generators, such as the Dickson-type dc voltage multiplier circuit, may be
incorporated [82].

4.3.1.2 MEMS/NEMS varactors via new materials
As indicated previously, the drawbacks of traditional RF MEMS varactors
include high actuation voltages and relatively slow tuning speeds. The advent
of new nanomaterials such as films made up of networks of single-wall carbon
nanotubes (SWCNTSs) has been proposed as a new direction for attaining
superior performance NEMS varactors for mmWave and THz applications
[100]. SWCNT-based networks were found to possess much lower Young’s
modulus, for example, from 60 MPa to 10 GPa, as opposed to 1 TPa. In these
films, the tubes are connected to each other via van der Waals forces, and
this determines the overall elasticity of the film. Accordingly, the Young’s
modulus of SWCNT films, as compared to films of traditional materials,
exhibit lower actuation voltages [100]. The implementation of NEMS var-
actors utilizing SWCNT network-based membranes was first demonstrated
by Generalov et al. [100]. A sketch of this design is shown in Figure 4.16.

Here, trenches are made in a wafer, at the bottom of which Au electrodes
are formed, and the trenches are covered with the SWCNT film, thus forming
a capacitance between the Au electrodes and the suspended SWCNTs film.
The wafer employed was a high resistivity (p = 10 Kohm — c¢m) silicon
wafer; as mentioned previously, high resistivity wafers enable lower signal
loss at high frequencies.

The fabrication of the device was as follows [100]. A 500-nm layer
of SizNy4 was first deposited on the wafer; this acted as insulator between
the SWCNT film and the wafer. Then, the trenches were patterned using a

Figure 4.16 Design of the SWCNT MEMS varactor.
Source: Ref. [100].
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Microtech LW 405 laser writer lithography on a 1.4-pwm thick photoresist
AZ 5214E. This was followed by the application of reactive-ion etching to
form the 2-pm deep trenches. Next, after the etching, a 24-nm thick Au film
was evaporated on the sample without removing photoresist, and this was
followed by a lift-off step. This Au film formed the actuation electrodes.
The SWCNT film was finally deposited on the top of the structure with a
direct transfer method from the nitrocellulose filter after dry transfer. Some
nanotubes from the SWCNT film can form a short circuit between the con-
tacts. To preclude the possibility of some nanotubes falling into the trenches,
Generalov et al. [100] recommended filling them with nanocellulose aerogel.
This is a soft and flexible porous material that prevents short circuits between
the contacts/actuation electrodes and the deflected SWCNT film. Since the
nanocellulose aerogel has a porosity of 98%, its impact on the device is
mainly mechanical (the SWCNT film pushes against it when it deflects) as
its dielectric constant is close to that of air and, thus, close to unity [100].
As indicated in Figure 4.16, the dimensions of the trenches were 30 wm wide
by 2 wm deep and had a length of 4 mm. The complete device contained
32 trenches, of which 16 were covered by the SWCNT film, and occupied an
area of 2 mm x 2 mm [100].
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